












































































































































































































































































































































4.2.3.2 Analysis of the second phase design 

Sum of Me11n F p-VIIIue 

Source Squ11res df Squ11re V11lue Prob>F 

1122.08 1122.08 

49.49 6 8.25 16.78 < 0.0001 

28.46 15 1.90 14.15 < 0.0001 

2.45 §. 0.41 0.0024 

5.04 26 0.19 12.44 < 0.0001 

0.42 27 O.D16 

Total 1207.95 81 14.91 

Sum of Me11n F P·VIIIue 

Source Squ11res df Squ11re VIIIUe Prob>F 

Linear 36.37 70 0.52 

2FI 7.91 55 0.14 

Quadratic 5.46 49 0.11 

Cubic 0.42 23 O.D18 

Pure Error 0.000 4 0.000 

Model Summ11ry Sbrtistics 

std. Adjusted Predicted 

Source Dev. R-Squ11red R-Squ11red R-Squ11red PRESS 

Linear 0.70 0.5764 0.5421 0.4794 44.70 

2FI 0.37 0.9079 0.8751 0.8289 14.69 

Quadratic 0.32 0.9364 0.9040 0.8435 13.44 

Cubic 0.12 0.9951 0.9855 0.8810 10.22 

Figure 4.6: Detailed fit summary of transformed model 

The detailed analysis of the second phase design, which is based on the square root 

transformed model, is presented in Figure 4.6. According to the theory of design of 

experiments (DOE), the model which maximizes the values of"Adjusted R-Squared" and 
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"Predicted R-Squared" and is not aliased should be chosen as the starting model, which is 

a quadratic model in this experiment. 

4.2.3.3 Analysis of the results of ANOVA and the predictive model 

Using the method of backward elimination regression with "Alpha to Exit" = 0.05 to 

remove the insignificant factors, the results of ANOVA are calculated and listed in Figure 

4.7. The "f-value" of 69.51 implies that the model is significant and there is only a 0.01% 

chance that this value is caused by noise signal. The model term whose "p-value" is less 

than 0.05 is the significant term. In this case, factors A, B, D, E, F, AB, AD, AE, AF, BD, 

BF, DF and A2 are significant model terms with the consideration of hierarchy. All other 

insignificant model terms are removed to improve the design, which doesn't count those 

required to support hierarchy. 

Adding terms generally increases the model's fit to existing data, but may not improve its 

ability to predict values for new observations. In contrast to "R-Squared" and "Adjusted 

R-Squared" which measure the goodness-of-fit, "Predicted R-Squared" measures the 

goodness-of-prediction. It indicates how well the model will fit unknown future data and 

safeguards against overfitting. The "Predicted R-Squared" value of 0.8969 means the 

analysis of the reduced model relating to design variables can account for 89.69% of total 

variability of the response, which is in reasonable agreement with the value of "Adjusted 

R-Squared" of0.9176. 
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Coefficient tfor Ho 

Estimate Coeff=O Prob> ltl R-Squared MSE 

-7 .545E-003 -0.036 0.9712 0.9364 0.10 

-7 .430E-003 -0.19 0.6524 0.9364 0.099 

-6 .040E-003 -0.20 0.6391 0.9363 0.098 

6.603E-003 0.22 0.6265 0.9363 0.096 

-6 .966E-003 -0.23 0.6173 0.9362 0.094 

-9 .456E-003 -0.25 0.6064 0.9361 0.093 

C-Carrier FreqL 9.359E-003 0.25 0.6039 0.9361 0.091 

-0.067 -0.35 0.7300 0.9359 0.090 

0.014 0.37 0.7108 0.9358 0.089 

0,015 0.39 0.6965 0.9356 0.066 

0.10 0.55 0.5618 0.9353 0.087 

-0.029 -0.79 0.4326 0.9347 0.066 

D2 0.23 1.35 0.1619 0.9329 0.067 

E2 -0.21 -1.36 0.1777 0.9310 0.066 

ANOVA for Response Surface Reduced Quadratic Model 

of variance table [Partial sum of squares - Type Ill] 

Sum of Mean F p-value 

Squares df Square Value Prob > F 

79.94 13 6.15 69.51 "0.0001 

0.97 0.97 10.95 0.0015 

1.48 1.48 1E>.77 0.0001 

0.82 0.82 9.30 0.0033 

13.12 13.12 148.30 < 0.0001 

33.10 33.10 374.10 < 0.0001 

0.70 0.70 7.93 0.0064 

a3E> 8.36 94.51 < 0.0001 

0.77 0.77 8.66 0.0045 

3.70 3.70 41.80 < 0.0001 

0.45 0.45 5.05 0.0279 

0.44 0.44 5.01 0.028E> 

13.94 13.94 157.58 <0.0001 

2.09 2.09 23.E>E> <0.0001 

5.93 67 0.086 

5.93 E>3 0.094 

0.000 4 0.000 

85.67 60 

0.30 R-Squared 0.9310 

3.72 Adj R-Squared 0.9176 

7.99 Pred R-Squared 0.6969 

6.86 Adeq Precision 34.671 

Figure 4.7: Detailed analysis of ANOVA for transformed model 
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The predictive model in terms of coded factors and actual factors are given in (4.4) and 

(4.5) respectively . 

.JTHD = 3.38-0.12· A-0.15 ·B-0.11·D+0.45 ·E+O. 71·F 

+0.10·A·B-0.36 ·A·D+0.11·A·E +0.24 ·A·F 

- 0. 084 · B · D + 0. 083 · B · F- 0. 47 · D · F + 0.41· A2 

.Jrnn = 2.486-0.452. k1 - 0.226. k2 + o.254. R + 2.543 x 1 o-3
• c + o.539. L 

(4.4) 

+0.020 ·k1 ·k2 -0.021·k1 • R + 2.606x 10-4 ·k1 • c +0.051·k1 • L (4.5) 

-O.Oll·k2 ·R+0.041·k2 ·L-0.069·R·L+0.034 ·kf 

4.2.3.4 Analysis of the diagnostic plots 

It is important to check for normality of residuals, constant error, influential values and 

power transformations using the diagnostic plots, which are illustrated in Figure 4.8 and 

4.9. The following comments relate to the individual plots. 

• Normal Plot of Residuals: This plot shows an excellent straight line that indicates 

the model's residuals are as normal as desired. 

• Residuals vs. Predicated: This plot does not demonstrate any systematic 

distribution, which implies the assumption of constant variance is satisfied and the 

model is correct. 

• Residuals vs. Run: This plot is generally used to detect correlation between the 

residuals, which would occur where there is the influence of lurking variables in 

the experiment. In this case, there is no positive or negative correlation found 

between the residuals, which means the assumption of independence on random 

149 



errors is satisfied as well. 

• Predicted vs. Actual: The relationship between the predicted response values and 

the actual response values shown in this plot is approximately linear, especially in 

low-THD region. 

• Residuals vs. Factor: The random scatter of this plot indicates that there is no 

systematic distribution of independent factors that could not be accounted for by 

the model. 

• Leverage vs. Run: The value of leverage of 0.2 shown in this plot defines how 

much each run affects the model's fitness. The strong clustering indicates that the 

model is close to the actual response. 

• DFFITS vs. Run: The outlier may be caused by mistake in calculations, data 

coding or copying error, which could be determined by analyzing the externally 

Studentized residuals. A residual bigger than 3 or 4 standard deviation from zero is 

a potential outlier. The fact that the biggest residual is 2.971 indicates no data 

should cause concern. 

• Cook's Distance: This plot illustrates that few points have moderate values 

compared to the majority, which reflects how well the model fits the observation. 
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Figure 4.9: Diagnostic plots of the second phase ofCCD (Continued) 
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4.2.3.5 Analysis of the model graphs 

Compared to other factors, model terms AB, AD, AE, AF, BD, BF and DF have 

significant interactions. The interactions of AD, AF and DF that contribute most to the 

response are demonstrated in Figure 4.1 0. 

• A(Outer Loop Gain, k1) vs. D (LPF Resistance, R): 

When the resistance is at the low level, the square root of THD increases slightly 

as the gain increases. On the other hand, the square root of THD decreases as the 

gain increases when the resistance is at the high level. There is an obvious 

curvature in the response surface. 

• A (Outer Loop Gain, k1) vs. F (LPF Inductance, L): 

When the inductance is at the low level, the square root of THD decreases as the 

gain increases. However, the square root of THD increases little as the gain 

increases when the inductance is at the high level. An obvious curvature in the 

response surface is presented. 

• D (LPF Resistance, R) vs. F (LPF Inductance, L): 

When the inductance is at the low level, the square root of THD increases as the 

resistance increases. On the contrary, the square root of THD apparently decreases 

as the resistance increases when the inductance is at the high level. No obvious 

curvature in the response surface can be observed. 
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4.2.3.6 Numerical optimization and point prediction 

The objective function, the design variables, the preassigned parameters and the 

constraints describe an optimization problem. In most practical cases, an infinite number 

of feasible solutions exist. In order to find the best one, it is necessary to form a function 

of the variables and use it for comparison of solution alternatives. The objective function 

is the function whose least, or greatest value is sought in an optimization procedure. The 

quantities, which describe a structural system, can be divided into two groups: design 

variables and preassigned parameters. The quantities, which determine the behaviour of a 

system, usually form two kinds of constraints: explicit and implicit ones. The form of the 

feasible region, determined by the constraints indicates if a local optimum is also a global 

one or not. 

Explicit constraints which restrict the range of design variables may be called size 

constraints or technological constraints. Constraints derived from behaviour requirements 

are called behavioural constraints. There are six size constraints and no behavioural 

constraints in the proposed case study. 

The predictive model in terms of actual factors is able to be used to perform the 

numerical optimization. The iterative solutions are presented in Figure 4.11. 
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lower Upper lower Upper 

Go•l Limit Limit Weight Weight lmport•nce 

is in range 1 

lsln range 

Is In range 50 100 

is il range 10 

is i1 range 80 320 

is in range 0.9 3.6 

minimiZe 1.92873 6.79706 

Number Goin1-k1 Gain 2-k2 Carrier Freque Resistance-R Capacitance..C lnductance-l Sqrt(THO) Deolrobilty 

6.13 4.00 8~.41 5.33 80.07 0.907 1.929 1.000 

5.20 1.87 !)6.89 O.o1 80.17 0.903 1.928 1.000 

5.56 3.39 56.00 0.17 80.61 0.929 1.848 1.000 

lli ~ ~ !l.W. ~ Q]Qi Lm. LQllll ~ 
6.04 3.68 94.02 3.25 80.33 0.909 1.919 1.000 

4.10 2.44 79.62 0.01 81.05 0.918 1.920 1.000 

5.86 3.99 79.05 2.12 99.93 0.904 1.927 1.000 

5.51 3.83 7:1.3, 4.01 80.59 0.910 1.924 1.000 

5.97 3.99 75.04 3.61 86.n 0.911 1.921 1.000 

10 5.28 3.59 60.10 0.59 87.71 0.916 1.850 1.000 

11 6.02 3.98 53.19 4.16 84.08 0.905 1.920 1.000 

12 6.16 3.53 77.32 0.96 80.59 0.933 1.905 1.000 

Figure 4.11: Constraints and results of numerical optimization 

If the ranges of the design factors are too limited, the constructed response surface may 

not reflect the whole operating space correctly. On the other hand, if the ranges of the 

design factors are too broad, the optimal points obtained from the constructed response 

surface may not have practical and feasible corresponding experiments. The selected 

optimal operating point in Figure 4.11 has a THD value of 3.68 while the minimal THD 

value in the raw experimental data is 3.72, even though they are obtained in different 

operating conditions. It indicates the coverage area of the starting data is quite suitable 

for this design. 

The accuracy of the predictive model is checked by comparing the predicted value with 

156 



the simulated value at some randomly chosen experimental points. The results are 

presented in following Table 4.4. 

Table 4.4: Point prediction and comparison 

Factor and Response 
Experimental Point 

Pt p2 p3 p4 P0pt Ppra 
Outer Loop Gain, k1 8.00 1.00 8.00 4.50 4.11 4.00 
Inner Loop Gain, k2 1.00 1.00 4.00 2.50 2.38 2.00 
Carrier Freq ofPWM,.fc (kHz) 100.00 100.00 50.00 100.00 50.89 50.00 
LPF Resistance, R (ohm) 0.00 10.00 0.00 5.00 0.03 5.00 

LPF Capacitance, C (I.JF) 80.00 320.00 320.00 200.00 81.99 40.00 

LPF Inductance, L (mH) 0.90 0.90 3.60 2.25 0.90 0.45 
Predicted Response THD 4.95 24.27 38.98 11.46 3.68 4.12 
Simulated Response THD 3.72 20.71 39.75 11.22 3.84 3.93 

In Table 4.4, P1 to P4 are randomly picked points where Pt has the minimum simulated 

response value. Popt and PPra are the optimal point and the practical parameter used in the 

voltage and current compensation system, respectively. The comparison demonstrates the 

good fitness between the predicted values and the actual values, which verifies the 

predictive model is accurate and effective enough to be utilized to analyze the 

compensation system. Although the value of PPra is obtained from trial and error method, 

the fact that it is close to the theoretical optimal value confirms that the analysis in 

previous chapters is reasonable and well-founded. 
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4.3 Summary 

The experiment of the three-phase VCS system was designed and analyzed to investigate 

the performance of the compensation system with the guidance of DOE method. Some 

diagnostic plots and data tables were presented to illustrate the interconnections and 

interactions among the design factors and response. 

According to the analysis in Section 4.2, the capacitance and inductance are the most 

important parameters in this system while other parameters did not influence the response 

too much, with no consideration of their interactions. Especially, the carrier frequency of 

PWM in the selected range does not affect the response at all, including its interactions 

with other factors. Therefore, the capacitance and inductance of the output low-pass filter 

should be given more attention than other parameters in future design of different 

application cases and the carrier frequency of PWM might not be considered as an 

influential factor. 

With consideration of the interactions, the interaction between the resistance and 

inductance contributes most to the response surface, although the resistance is not a 

significant single factor. The reason is that the resistance and inductance have to be 

adjusted simultaneously to perform the compensation while changing the resistance 

independently does not have any significant effect on the response. Similarly, the outer 

loop gain also plays an important role when taking into account its interactions with the 
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resistance and inductance. The possible reason is that the outer loop gain directly controls 

the feedback of the output signal that is critical to the compensation results. 

With the aid of RSM, the influence of each factor on the response becomes more visual 

and graphic and the search for some specific points under varied operating conditions, 

such as the minimum value, would be more convenient and easier. Generally, DOE is an 

efficient tool to identify the contribution of design parameters and their interactions. The 

design criteria should be chosen carefully to avoid overbrimming the operating space. 
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Chapter 5 
Conclusions and Scope for Future Work 

5.1 Summary and Conclusions 

The main objective of this research work was to develop a compensation approach that 

could effectively compensate for voltage distortion, current harmonics and source-end 

disturbances such as voltage sags, voltage swells and voltage flicker. The performance 

characteristics were determined and quantified using the total harmonic distortion (THD) 

of the compensated voltage at the PCC and source current. The use of a combination of 

the series APF and the shunt APF, termed the series-shunt APF, was identified as a cost 

effective solution to voltage distortion and current harmonics. 

First off, the regeneration of the distorted voltage and the harmonic current is dependent 

on the effectiveness of the algorithm of extracting the harmonic components from the 

sensed signals, which are going to be used as the reference signals for the power inverter. 

The principle of the recurrent artificial neural network (RANN) was introduced and 

discussed. The harmonic extraction method based on the RANN was adopted and 
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demonstrated that the method is capable of determining the harmonic contents that may 

be present in load current, in either single-phase or three-phase system. 

The quality and performance of the compensation system is also dependent on the 

fulfillment of the task of regenerating the replica of the estimated distorted voltage and 

harmonic current which could comprise highly non-sinusoidal signals in different 

magnitudes, phases and frequencies. The multi-loop feedback control scheme, first 

developed for use in the uninterruptible power supply (UPS) applications, was 

investigated to determine its suitability for use in active filtering applications. The 

following basic features of this scheme made it attractive for harmonic compensation. 

The inner current loop of the control scheme has been shown to provide a peak current 

limit in the capacitor of the output filter, hence limiting current surges at start up. It has 

also been shown to be capable of predicting and correcting near future variation in the 

output voltage, hence resulting in fast dynamic response in the inverter. The outer voltage 

loop ensures that the inverter output voltage is a replica of the reference. The original 

capacitor-based multi-loop feedback control scheme was extended to the inductor-based 

dual structure to satisfy the requirement of current harmonic compensation. It was shown 

that this control method is capable of: 

• Generating non-sinusoidal voltages and currents for harmonic compensation in the 

line 

161 



• Generating sinusoidal voltages at the line frequency for injection into the main grid 

for compensation of voltage sags, voltage swells and voltage flicker 

Having developed the harmonic extraction method and inverter control scheme for active 

filtering applications, three compensation topologies were investigated to verify the 

functionality of the system. The capacity of the compensation system to mitigate the 

harmonic and distortion caused by the operation of two kinds of nonlinear loads was the 

subject of the investigation. The considered complex nonlinear loads consisted of the 

current source type and voltage source type nonlinear load. The simulation results 

demonstrated that the voltage compensation scheme (VCS) utilizing the series APF was 

effective in minimizing the THD level of the line voltage and in maintaining the voltage 

at the PCC almost sinusoidal. Meanwhile, the current compensation scheme (CCS) 

employing the shunt APF was capable of supplying a low-impedance harmonic 

component bypass for the nonlinear loads and of keeping the source current from being 

contaminated. The whole series-shunt compensation system which combines the VCS 

and the CCS together was proven to be effective and efficient in compensating for the 

voltage at the PCC and the source current simultaneously with the simple or complex 

nonlinear loads. 

The effects of harmonic order and sampling frequency on the performance of the series

shunt compensation system were investigated. The higher harmonic order estimation in 
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the RANN and the smaller sampling time can lead to better harmonic extraction results 

and less errors. However the issue of computation workload of the RANN method with 

respect to harmonic order and sampling frequency needs further investigation. 

Due to the inherent limitations of the algorithm, the VCS and CCS are unable to 

sufficiently compensate for the relevant voltages and currents under the source-end 

disturbances such as voltage sags, voltage swells and voltage flicker. The preprocessing 

unit was then introduced into the whole compensation system to solve the problems 

caused by the abnormal source conditions such as voltage imbalance and voltage 

distortion. The tuning-free pretreating unit is capable of compensating for any type of 

source-end distortions to any desired extent before the source voltages are applied into 

the main grid. The abnormal operation of the system is switched into the normal 

operation with the aid of this unit and the fast dynamic response would not have any 

visible influence upon the subsequent voltage and current compensation procedure. 

With the aid of response surface method (RSM), the experiment of the three-phase VCS 

system was designed and analyzed to investigate the performance of the compensation 

system with the guidance of design of experiments (DOE) method. The interconnections 

and interactions among the design factors and response shown in diagnostic plots and 

data tables illustrated that the capacitance and inductance of the output low-pass filter 

should be paid more attention than other parameters in future design of different 
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application cases and the carrier frequency of PWM might not be considered as an 

influential factor. The resistance and the outer loop gain are also important roles when 

taking into account their interactions with the inductance and resistance, respectively. 

The contribution of this work can be summarized as follows: 

• An investigation of the performance of the compensation system that incorporates 

voltage compensation and harmonic isolation together in both single-phase and 

three-phase systems in the case of voltage imbalance and more complicated non

linear loads. This is significant because it allows the designers to make an 

informed choice regarding the type of compensation system depending on the 

loads in the system. 

• An investigation of the influence of the controlling parameters such as inverter 

controller gains and low-pass filter specification on the performance of the overall 

system using the response surface method (RSM). This is also necessary since it 

make the search of some specific points under varied operating conditions, such as 

the minimum value, more convenient and easier. 

• The development of a reliable and high efficient harmonic extraction scheme that 

provides an accurate measure of the harmonics in the presence of source-end 

disturbances. It eliminates the need for complicated extraction circuits and long 

computation time. 
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• An investigation of the decoupled voltage and current compensation processes that 

adopt the modified multi-loop feedback control strategy. A preprocessing unit was 

introduced to solve the problems caused by the abnormal source-end conditions. 

The applications of active power filters including the current harmonic compensator, the 

cancellation of zero-sequence current and the static VAR compensator have been widely 

exploited and developed in power industry. The high demand in industry stimulates the 

emergence of some novel methods and technologies applied in the active power filters. 

The proposed schemes may not be very easy to implement but generates knowledge on 

the possible application of active power filters. 

5.2 Scope for Future Work 

The effectiveness of any compensation system depends upon the capability of the 

harmonic extraction subsystem which is utilized to accurately estimate the harmonics. 

The control scheme used here is the RANN based method which works well in the case 

of single-phase system and unbalanced system with the aid of preprocessing unit. 

However, the presence of high order harmonics in the distorted signals would require 

much more complicated circuit structure and much longer computation time, which 

greatly deteriorate the real-time compensation. Simplification of the harmonic extraction 

scheme and integration of the preprocessing unit into the strategy, without compromising 

its desired features, will be a worthwhile challenge. 
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The active power filtering is essentially a task of nonlinear control application. It may be 

advantageous to investigate other nonlinear control methods, such as one-cycle method 

and fuzzy logic based controllers, for power inverter operation. 

Since the compensation is dependent on the filter response in the control path and sensor 

gains, it is important to track and compensate any filter nonlinearities, low-pass output 

filter parameter variations or sensor gain variations. A combination of feedback and 

feedforward approach with an adaptive compensation scheme can account for load 

fluctuations and time varying parameters. 

An experimental verification of the control method and the compensation system in this 

work is recommended. 
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Appendix A 

Simulink Models 

A.l Overall System 

Figure A. I: Overall System 
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A.2 Power Supply 

Vc 

- Ground 

Figure A.2: Power supply without preprocessing unit 

Vc Source Balancing 

_ Ground 

Figure A.3: Power supply with preprocessing unit 
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A.3 RANN Harmonic Extraction Unit 

Figure A.4: Harmonic Extraction Unit 
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A.4 Active Power Filter Unit 

Figure A.5: Capacitor based active power filter 

OIFFa 

Figure A.6: Inductor based active power filter 
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A.5 Load Unit 

lie 

ilb 

ilc 

Figure A.?: Simple load 

111_c 

112_c 

Figure A.8: Complex load 
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AppendixB 

MATLAB Codes 

B.l MATLAB Codes for Harmonic Components 

Analysis 

% This function returns the magnitude and frequency of each sinusoidal 

% component which constitutes the signal s. Ts is the sampling time of FFT 

%analysis. 

function [Mag, Freq] = FFTAna( s, Ts) 

MFFT = fft( s ); 

N = length( s ); 

% Judge ifN is an even number 

if ( fix( N/2 ) - N/2 ) < 0; 

N=N-1; 

else 

N=N; 
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end 

% Use the first N/2+ 1 points to calculate the frequencies. (The other N/2-1 

% points are redundant.) 

Mag = abs( MFFT ); 

L=N/2+ 1; 

Mag = Mag( 1 : L ); 

Freq = ( 0 : 1 : N/2 ) I ( N * Ts ); 

B.2 MATLAB Codes for Frequency Spectra Calculation 

% This program reads the data loaded into the workspace and calculates the 

% frequency spectra of the fundamental and each harmonic component of the 

% signal s by calling the function FFTAna. It will computes the total 

%harmonic distortion (THD) as well and plot them respectively. 

clear all 

clc 

% This is the general version and can be appied into either voltage or 

% current calculation. 

load Signal.mat 
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Ts = le-5; 

LN = length( Signal ); 

[ Sig , F ] = FFTAna( Signal , Ts ); 

Sig = Sig * 2 I LN; 

FOrder = F I 60; 

plot( FOrder , Sig ); 

% Calculate the THD level according to the definition 

THD= 0; 

for k = 1 09 : 72 : 5000 

THD = THD + Sig( k ) /' 2; 

end 

THD = sqrt( THD) I Sig( 37 ); 
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