











Abstract

The interface used to interact with the everyday computer is evolving, possibly
towards embodied conversational agents (ECA/agent). ECA?S are virtual characters
with a body and persona that typically communicate with uéers via natural language
speech. ECAs are successful in many ways and multi-ECA' environments exist; yet
there is a lack of results, especially pragmatic results, pertaining to a user’s experience
in multi-ECA environments.

An experiment was realized, using a general framework built for simulating ECA
groups, to understand user response to such groups. In particular, this experiment
studies the difference in user response to a second additional agent in a single agent
“group”.

WOZECA, a framework for simulating ECA groups, was built to accommodate
ECA characteristics researched to date and facilitate ECA experiments. The frame-
work presents several ECA group interface characteristics using a behind-the-scenes
operator and configurable video clips. This flexibility permits multiple different ex-
periments such as the one presented in this thesis.

The experiment manipulates the number of embodied conversational agents (levels:
1 and 2 ECAs) and agent behaviour (levels: neutral, positive) in a two factor, two
level design. The experiment manipulated ECA behaviour. The literature suggests
users will respond socially and naturally to the interface. This prompted the use
of the following constructs to quantify user response: group cohesiveness, the user’s
emotional state (valence & arousal) and the group’s impact on user self-efficacy.

The results suggest that a second additional agent influences user response. Specif-
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ically, ECA behaviour has more influence on group cohesion and valence than does
the number of agents. Furthermore, group cohesion depends on the user’s personal

style, age and the ECA group’s behaviour. WOZECA successfully simulated ECAs

during the experiment and is capable of a variety of future eé(periments.
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Chapter 1 ,

Introduction

The everyday computer interface has evolved. It has progressed from the command
line to the graphic user interface (GUI), becoming richer and more complex at each
step. Computers communicate in ways that are more familiar, more human, than
before. One possible destination for this evolution of computer communication is the
embodied cgnversational agent.

According to Wooldridge [92, page 15|, a computer agent is an autonomous com-
puter system in some environment that is capable of taking actions in the environment
to further its design objectives. For example, satellite software that acts autonomously
to diagnose and repair itself is an agent. A very different example of an agent is an
on-line web-application that autonomously decides which items are of interest to the
shopper. Wooldridge’s definition of agent is broad, encompassing many dissimilar
computer systems. This thesis focuses on a particular type of agent called embodied
conversational agents.

Agents comprised of a physical appearance and a persona that maintain a dialogue



-
with human individuals are embodied conversational agenté (ECA /agent). For exam-
ple, the real estate agent named Rea appears to the user on a large projection screen
[19] and maintains a dialog with the user while selling virtual real estate; whereas
MACK answers questions at an information kfosk [80]. MACI‘{ appears to the user of
the kiosk as a life-sized blue robot able to converse using natural (English) language
and to interact with the kiosk user via a paper map. Embodieci conversational agents
are stylized virtual people.

Researchers are building the pieces that will make embodied conversational agents
a reality. Some researchers work towards visual or gestural realism, others investigate
the user-agent relationship and its interaction. The use of embodied conversational
agents as computer system interfaces is motivated by a human desire for intuitive
and social relationships built on the strength of cognitive accessibility and natural

communication style [41, page 356]. Embodied conversational agents promise to

provide a level of interaction familiar to the human individual. As Laurel points out:
a

“...technologies offer new opportunities for creative, interactive experi-
ences and, in particular, for new forms of drama. But these new opportu-
nities will come to pass only if control of the technology is taken from the
technologist and given to those who understand human beings, human
interaction, communication, pleasure, and pain.” [42]

1.1 ECA Groups

An area with many questions and few answers relates to how users respond and
interact to groups of embodied conversational agents. Social groups such as academic
groups, families, and sports teams are prevalent within society. These groups are

a staple of human existence. One would expect ECA groups to benefit users in a
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similar manner that traditional human-only groups benefit members. For instance,

interacting with a pedagogical ECA group has been shown to have benefits over
interacting with a single pedagogical agent (e.g. [53, 33| Section 2.1). As Rieken,

Maes, Shneiderman and Smith remarked: ) /
4

“the human perspective is a crucial one in understandin'g the potential of
[user interface| software systems which are both usable and useful for user
tasks.” (73]

In other words, the success of ECA groups as an interface requires an understanding

of user response to groups.

1.2 Research Focus

User response refers to the act of responding and replying to the ECA interfaces multi
modal output as well as the entire interaction experience (e.g. emotional, analytical
or spontanepus response).

Little is known about user response to embodied cc versational agent groups
(Chapter 2). It is unclear how users will respond to the addition of a second agent
to a single agent group. For example, a second agent may only be effective under
specific conditions; ECA groups (with two ECAs or more) may only be desirable for
certain tasks; and certain ECA attributes may be crucial in affecting user response.

To date, it appears that users respond socially and naturally to media, including
the (single) ECA interface. Since previous research focuses on the single ECA in-
terface, it does not clearly indicate which novel aspects ¢ the ECA group interface

affect user response and what group aspects are desirable. With multiple agents in
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the ECA interface, user response to agent-agent interacti(;n can be examined. Un-
like previous research, this thesis examines user response to agent-agent interaction
within an ECA group and attempts to identify at least some aspects of a two-agent
ECA group interface that are desirable. Mo're specifically, fthis thesis presents an
experiment, implemented on original multi-agent simulation software, that compares
user response to a single ECA with user response to a two-agent ECA group, by
examining specific psychological constructs that associated with positive group expe-
riences. Thus, the research gap of interest is the question of how users respond to the

interaction between agents in a two-agent ECA group - whether their behaviour (i.e.

agent-agent interaction) is more important than the group’s additional agent.

1.3 Thesis Overview

To understand how users respond to an ECA group, a framework for simulating
ECA group# was built (Chapter 3) and an experiment was realized using this general
framework (Chapter 4).

Drawing mostly on the one-user-one-agent literature, the review in Section 2.2
suggests that characteristics such as gestures and learning are important to ECA
group interfaces. A framework named WOZECA (Chapter 3) was built to accom-
modate these characteristics, to simulate ECA groups, and to facilitate ECA ex-
periments. WOZECA’s flexibility permits a large variety of experiments such as
the experiment presented in this thesis. WOZECA presents characteristics of ECA
group interfaces using a behind-the-scenes operator and configurable video clips. The

suggested characteristics provide a means for evaluating WOZECA as well as its



requirements.

The experiment (Chapter 4) investigates the difference in user response in ECA
groups due to the addition of a second agent to a single agent group. Since the liter-
ature (Section 2.3) indicates user response is 'affected by ECA behaviour more than
their appearance, the experiment manipulated the ECA group’s behaviour as well.
The experiment used two groups with two behaviours and measured user response
to these four scenarios. The concepts, anthropomorphism (Section 2.3.1.1) and the
Media Equation (Section 2.3.1.2), suggest that users will respond socially and natu-
rally to the ECA interface. Theses prompted the use of constructs from psychology
in order to assess user response. The constructs chosen include group cohesiveness,
the user’s emotional state (as valence & arousal) and user self-efficacy.

The experiment results (Chapter 4, Section 4.5) suggest that the addition of a
second agent to a one agent group influences user response. ECA behaviour was found
to influence group cohesion and valence more than the number of agents, whereas
arousal anc; self-efficacy changed over time. The results also suggest that the user’s
rating of group cohesion depends on their age and personal style as well as the ECA
group’s behaviour.

The thesis concludes (Chapter 5) by suggesting improvements to WOZECA,
highlighting the experiment’s main results and proposing future work. Improving
WOZECA'’s audio and video devices would improve the behind-the-scene operator’s
ability to respond to user statements. Two possible future directions are investigating

ECA groups where the ECA members have conflicting views and building a better

understanding of ECA meta-conversational requirements.



Chapter 2 :

Background

This chapter presents three different perspectives on embodied conversational agents
(ECA) in interfaces and user response to these interfaces. The first perspective (Sec-
tion 2.1) discusses the literature on ECA groups. It demonstrates that users can re-
spond differently to a single agent and a multi-agent group, but provides little advice
about this difference. The second perspective (Section 2.2) examines the available,
mostly one-user-one-agent, ECAs and proposes several characteristics likely to cause
a user response. These characteristics are derived from important ECA features as
reported by researchers. The final perspective (Section 2.3) discusses user response to
interfaces and ECAs. It proposes that users respond socially to the interface and that
an ECA’s behaviour is more important than its appearance. Section 2.4 summarizes

this chapter.
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2.1 ECA Groups in User Interfaceé

Few researchers report on ECA groups in interfaces. However, the available literature
suggests users can respond differently to a single ECA and a rpulti-ECA group.

Reporting on early (1994) ECA research, Cassell et al. discuss a two ECA conver-
sational scenario [21] where two agents hold a multi modal co'nversation. The paper
concludes that it is possible to automatically generate multi modal information to
animate interactive dialogue. Unfortunately, user response to such an agent-agent
conversation and relationship are not within the scope of Cassell et al. ’s paper.

Elva [95, 94] and Gamble [71] solicit a positive user response when many users
simultaneously interact with one agent. Elva, built for autonomy and believability,
responds intelligently and contextually to interactions. Gamble, an accepted and
competent game player, is incapable of understanding off-topic discussions by the
human players. The papers do not discuss user response in depth, nor do they address
one user to many agent relationships.

The Steve framework is pedagogical in nature, simulating military situations for
training purposes [87, 82]. Rickel et al. conclude that virtual humans are limited
by their spoken dialogue and domain task models; and that human-level intellect
demands abilities such as planning, belief representation, communication, emotional
reasoning and, most predominantly, integration of the latter. Although the framework
demonstrates the one user to many agent relationship and Rickel et al. discuss current
ECA limitations, the research does not report on user response to multiple ECA

soldiers.

Morishima et al. investigate a single user interacting with multiple ECAs from a












2.2.3 Elva

Elva, an embodied tour guide (persona) created at the National University of Sin-
gapore by Yuan, Chee et al., provides tours_of a virtual gallery [95, 94]. Unlike
most embodied conversational agents, Elva interacts with a vi':"tualized human group
rather than a single individual. Gallery visitors communicaztg with her by typing
text into a chatter box (text field) and she replies with text messages (communica-
tional awareness). This conversational interaction is similar to Internet Relay Chat
(IRC). Visually, Elva is a full-bodied on screen female presence (persona) sharing the
visitor’s virtual space. The research focuses on autonomy and believability using a
four layer software design to handle group interaction. Underlying Elva is a knowl-

edge base allowing Elva intelligent and contextually relevant responses to interactions

(communicational awareness).

2.2.4 Gﬁamble

The Gamble project, by Rehm et al. located at the University of Augsburg (Ger-
many), studies multi party interactions where one member of the group is a Greta
ECA [71]. A prior study saw the Gamble agent as an accepted and competent game
player (persona). However, the social interactions that occurred, such as off-topic
discussions by the human players, were beyond Gamble’s capabilities. Rehm et al.
’s future work will focus on Gamble perceiving off-topic discussions and comments
referring to the agent (communicational awareness). Gamble will also integrate an

assessment of the user’s emotional state during game play (emotional state).
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behaviours resulting in temporal emotional expressions such as surprise. According
to Pelachaud et al. user perception of the Greta’s expressivity model is relatively

positive - the model successfully expresses emotion some of the time - yet, more work
] i

is required to perfect that which is already in place. ‘

/

2.2.7 iCat

Breemen et al. , working at Philips Research, devised a robotic research platform
called iCat! [17]. iCat is a 38 centimeter tall immobile yellow cat-like robot?; its ap-
pearance is crafted to expedite a social relationship (persona) between it and its user.
People are motivated to interact with iCat because the robot performs personalized

domestic functions such as altering a room’s ambiance (music and lighting) (persona).

2.2.8 Laura

Laura is a camponent of the FitTrack program, conceived by Bickmore (Northeastern
University) and Picard (MIT Media Laboratory), that targets or motivates exercise
adoption (persona) and, in particular, permits study of relational behaviour in long
term human-agent relationships [8, 10]. Participants desiring health behavior change
interact with Laura (approximately ten minutes daily) via inputs consisting of “text-
phrase” menus and a range of outputs such as synthesized voice, hand gestures, walk-

ing on and off screen, four different facial expressions, wide to close-up camera shots

1An interesting aspect of iCat is that Philips Research has chosen to make the iCat platform
available to universities and research laboratories. The platform contains a software component
called Open Platform for Personal Robotics (OPPR) which enables the programmer to probe the
systemn during runtime as well as add and remove modules. Furthermore, graphical tools exist
facilitating creation of animations for the robot.

2The iCat robot resembles a child’s plastic toy; one might suspect that the look of future version
will need to match the owner’s personality a little more.
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An enhanced MACK recently tested a model of Face-to-Face grounding - a mech-

anism by which conversational participants, verbally or non-verbally, confirm an un-
derstanding (gesture coordination & understanding). When a question is asked of
MACK, he responds and awaits grounding behaviour such as a’verbal “OK” or a non-

4

verbal blank-stare. Nakano et al. [57] conclude that a more spphisticated grounding

strategy than the one tested is warranted to distinguish sounds that may or may not

be speech or varying levels of miscommunication.

2.2.11 Mel

Sidner et al. research using a robotic penguin, Mel, that opens and closes his beak,
flaps his wings, didactically points at objects with a laser light attached to his beak
and outputs speech® [77] (communicational awareness and gesture coordination & un-
derstanding). Enhanced with a camera, Mel employs contextual dialogue information
to predict aﬁnd discern head gestures such as a horizontal head shake [52]. Lexical
features derived from spoken words, punctuation features such as a comma, timing
features such as the end of a sentence, and gesture features such as pointing may
influence the listener’s feedback. Sidner et al. conclude that context derived from

features improves Mel’s gesture recognition.

2.2.12 NUMACK

At Northwestern University, NUMACK (similar to MACK Section 2.2.10), an em-

bodied conversational agent, answers questions related to locations and buildings on

3Speech is generated and recognized with IBM’s (java based) ViaVoice JSAPI.
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campus [38] (persona). Kopp et al. discuss the integration of arm and hand motion to
convey spatial and visual information related to an object or event relevant to current
dialogue. NUMACK can associate image features with their discrete gestural forms
(iconic gestures) using an integrated and real;-’cime micro—plafming software process

(gesture coordination & understanding). y

2.2.13 Rea

Rea, an ECA that sells real estate (persona) in the Boston area, is likely the most
well-known embodied conversational agent. Rea, developed by Cassell et al. [19, 9],
appears life-sized on a large projection screen from which she is capable of maintaining
a multi modal interaction with the prospective real estate buyer - the user. To
support a natural interaction, Rea employs two cameras that track head and hand
position as well as movement (physical awareness), and a microphone for audio input.
Rea’s multiﬂmodal responses, managed by several computers, involve speech (with
intonation), facial expressions and hand gestures (communicational awareness and
gesture coordination & understanding). In order to augment a user’s trust (in Rea),
she performs small talk - casual or trivial conversation - and task talk - purposeful
conversation. Rea’s discourse planner can interleave small talk and task talk smoothly

transitioning between both modes of discourse (communicational awareness).

2.2.14 Steve

Rickel et al. created the pedagogical ECA system Steve, located at the University

of Southern California Information Sciences Institute [87, 82]. Multiple Steve agents
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mobile robot created by iRobot).

In collaboration with the Carnegie Mellon School of Drama, an elaborate back-
story was imagined including a singing career and a love life (persona). Her life-
story evolves as time progresses in a similar fz;shion to realitir TV and soap operas.
These new pieces of Valerie’s life, conveyed through monologues styled as telephone
conversations, exist to keep users interested. |

The Social Robots Project has seen Valerie replaced by Tank [3] in an effort to

improve and better understand social human-robot interaction.

2.2.16 ECA Characteristics Summary

Embodied conversational agents are truly crippled by their limited persona (see sum-
mary table 2.1). The most diverse aspect of ECA persona is appearance. Very few
agents have back-stories, behaviour patterns (personality) and emotions. Perhaps
this shortcogning relinquishes ECAs to pedagogical or subservient roles (information
dispensers). There appears to be more interest in physical awareness, learning, and
modeling the user’s emotional state. For example, physical awareness, for many
ECAs, involves tracking the user but little beyond this action.

On the other hand, many ECAs converse using “direct statement based” text or
speech (communication awareness) and others concentrate on communication using
gestures (gesture coordination and understanding). Gesture communication is typi-
cally restricted to arm movement (or something equivalent such as a laser pointer) and
facial expressions, although several ECAs understand speech with matching simplistic

gestures. These ECAs have difficulty with (complex) conversation and conversation
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pearance affect user response and that ECA behaviour haé a greater influence than
appearance. These characteristics and aspects of user response are considered in a
system designed to simulate ECA groups (Ch‘f)jpter 3) and the user’s social approach
to the interface and their strong response to ECA behaviour iI“l’flpaCt the design of the

experiment (Chapter 4). ’
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Chapter 3 2

WOZECA - A Framework for ECA

Experiments

This chapter introduces WOZECA and the motivation behind its construction in
Section 3.1. The remainder of this chapter describes WOZECA starting with an
overview (seetions 3.2 and 3.3) and moving to implementation details such as protocols

(Section 3.4) and movie clip production (Section 3.5). It concludes with an evaluation

of WOZECA (Section 3.6).

3.1 Motivation and Previous Work

An environment is required to examine user response to embodied conversational
agent groups. Implementing a group of ECAs similar to those seen in Section 2.2 is
prohibitively time consuming and expensive, and any such an ECA group would be so
specific it would constrain experiments to only a few features. Experiments based on

current ECAs contend with ECA limitations making testing of interaction alternatives
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outside of current implementation constraints difficult. Rather than implementing an
ECA and ECA group, embodied conversational agents can be simulated, allowing
various combinations of characteristics. .

The Wizard-of-Oz (WOZ) terminology des‘cribes a systeq{ where a facade, seen
and manipulated by a user, is controlled and simulated by a bidden individual called
a Wizard [64]. In the case of computer-human interaction experiments (Chapter 4), a
WOZ setup is an effective means of testing! interfaces and interaction concepts prior
to the time consuming and error prone task of implementing a complete system.

A WOZ system for research on user response to ECA groups should be capable
of simulating many of the characteristics available in implemented ECAs (Section
2.2). Furthermore, it should allow for the customization of the ECA’s appearance
and behaviour since these affect user response. This flexibility and reconfigurability
facilitates different kinds of experiments and the expression of the associated charac-
teristics sucgl as conversational or physical awareness.

Suede [36], CrossWeaver [78] and DEMAIS [6] are popular Wizard-Of-Oz appli-
cations that do not focus on embodied conversational agents but are, nonetheless,
ECA simulation candidates. The WOZ systems developed by NICE project [48] and
Cavalluzzi et al. [23] are ECA focused and, consequently, more likely candidates.
Below, these candiates are evaluated as to their appropriateness for simulating ECA
groups and supporting a variety of ECA group experiments.

Suede facilities the prototyping of speech based interfaces whereas CrossWeaver

and DEMALIS, although not limited to prototyping of conventional interfaces, cater

1A properly developed experiment will enforce the appropriate amount of consistency across all
Wizard performances. For example, the experiment described in Chapter 4 uses specific rules (see
Section 4.4.2.2) to enforce consistency across Wizard performances.
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to windowed GUIs. CrossWeaver and DEMAIS function without a behind-the-scenes

Wizard. Pre-scripted inputs are used to prescribe the interaction response instead of a
Wizard. For example, CrossWeaver allows speech input and pen gestures to transition
a prototype application between states. Suede‘:"differs, relying:on a behind-the-scenes
Wizard to activate a response to user input. ‘

This thesis’ research includes unstructured conversation (v&;ithin context of ECA
groups) that may not follow a predetermined path, even when there are repeated
and observable tendencies [65]. Consequently, the system was built to help a Wizard
organize the available responses to user statements without a prescribed structure.
It allows the Wizard to adopt different conversational structures such as the speech
act model [90], as depicted in Figure 3.1, or to proceed without any preconception of
structured interaction. More concretely, the WOZ system furnishes mechanisms such
as a drawing palette which help a Wizard organize the available ECA responses into
any discovered structure.

Suede, érossWeaver and DEMALIS provide a notation for structuring the interac-
tion between the user and the prototype similar to a finite state machine. Suede uses
a flowchart whereas CrossWeaver employs a storyboard.

The NICE project investigates ECA interaction in a two dimensional fairy-tale
game environment [48] with a focus on multi-modal interaction (pen and speech),
stylized 2D characters for child users. Such specific aims are too constrained for a
general ECA research making the NICE WOZ system inappropriate.

Cavalluzzi et et al. [23] discuss a WOZ platform based on Haptec agents [2]. Using

various configuration mechanisms such as extended markup language files, Cavalluzzi

et et al. manipulate every aspect provided by the commercial Haptec software agent
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(e.g. appearance). Their WOZ platform and research objéctives are, of the studied
Wizard-of-Oz systems, the most similar to this thesis. Their particular focus is one
user one agent interaction (as opposed to group interaction) with the Wizard inter-
face designed accordingly. Similar to Suede, Cr-.ossWeaver and pEMAIS, their Wizard
interface prescribes a conversational structure through programming and configura-
tion. This prescribed structure impedes system flexibility - a ﬂe).cibility that facilitates
different kinds of experiments.

Given the above, the development of new WOZ software was required because 1)
few ECAs are capable of group interaction (Section 2.2), 2) implementing ECA groups
would be time consuming, 3) applying a Wizard-of-Oz framework to ECA research has
found success elsewhere, and 4) the available ECA WOZ systems are inadequate for
this research. WOZECA was designed to facilitate embodied conversational agent re-
search such as the experiment presented in the next chapter. WOZECA differentiates
itself from other WOZ tools with a malleable Wizard environment, low experiment

o

preparation overhead, a focus on ECA group interfaces and an ability to present

various ECA characteristics in the interface.

3.2 Brief Implementation Description

WOZECA currently runs on a Gentoo Linux (2.6.14-r5) box containing a 64-bit AMD
Athlon 3000+ processor, an io Vibe ieeel394 card (NEC uPD72874 chip) connected
to a Canon Elura 85 and a Nvidia NV43 GeForce 6200 graphics card. The hardware
was chosen for cost, compatibility and performance. The graphics card is well sup-

ported by both Linux and MPlayer (a video player), and the digital video camera
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performs well in low light environments. The camera inclu‘des a microphone-in jack
for sound recording which should improve the recording quality. The Revolution 2.6
programming environment expedites Wizard GUI development with built-in palette
tools and an object editor. Kino? (used versio;'l 0.7.5 - latest :version 0.8.0) provides
simple video editing. ‘

WOZECA'’s primary implementation weakness is the Revolt;tion/ Transcript com-
ponent. The Transcript interpreter treats all strings as script; even user dialogue
messages arriving over the network. Consequently, the Wizard occasionally sees the
evaluation of the user’s message (e.g. the word False) rather than the dialogue mes-
sage itself, and certain characters, such as the comma, are removed from dialogue
messages to avoid crashing the Wizard’s interface. (From experience, this issue af-
fects the Wizard’s response. However, string evaluation of the user’s message occurs

infrequently, rarely causing problems. In the case of the experiment presented in

Chapter 4, string evaluation did not affect the Wizard’s response. )
4

3.3 Overview

In WOZECA (Figure 3.2), a Wizard initiates the user-agent conversation through an
ECA appearing on the user’s interface, and the user responds to this ECA with text
chat. In turn, the Wizard reads the user’s statement and selects the appropriate ECA
response by clicking on a button representing the selected response.

The interface agents manifest themselves in windows on the user’s computer and

their related audio track (typically speech) is heard via attached speakers. The agent

2Kino’s instability is a reflection of the immaturity of multi-media software on Linux systems.
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window’s size and location is configurable permitting variou:s agent window layouts on
the user’s screen. For instance, users can experience two agents side-by-side (Figure
3.3), one centered agent (Figure 3.4) or three agents in the shape of a pyramid. Users
communicate to the agents by typing in a chaitter box windcfw, typically located in
the bottom portion of the screen, that resembles Instant Messaging or Internet Relay
Chat in functionality. When agents react, the chatter box window remains in focus
to accept key strokes. Since users require (only) the keyboard to interact with the on
screen agents, no mouse is needed. Under these conditions, users are unaware of the
behind-the-scenes Wizard and believe they are interacting with the agents.

The Wizard’s interface to WOZECA is considerably more complex (Figure 3.5 and
3.6). His main window, called the Manager (Figure 3.5 item 1), provides essential
functionality such as loading the ECA responses, access to the tools used to annotate
a Wizard’s work area and control of the network connection. The Wizard creates a
work area by loading a movie clip inventory into a new empty window. The movie
clip invento:'y (Figure 3.5 item 2) appears as several lists of buttons where each list
is preconfigured grouping. Once an inventory is present, either buttons or groups of
buttons may be copied or re-arranged within the inventory window or to a new empty
work area window (not shown). A button’s main function is to represent and play,
when pressed, a movie clip. Buttons may also activate quick-windows (Figure 3.7
item 3) that are similar in functionality to drop-down (pull-down) menus. Instead
of menu items, a quick-window appears with the same capabilities and semantics
as all work area windows. The Wizard may annotate windows using drawing and

other tools (Figure 3.5 and 3.7 item 4) to create graphics such as circles, squares or

background colours.
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Table 3.3: Example of a Protocol Message Sequence

Example Sequence Sent by | Received by | Response to Previous Message

Foo : set xyz = 2 WOZECA Server
Foo: get ryz WOZECA Server 4
Foo : value zyz = 2 Server WOZECA ., Yes

Foo : get winx WOZECA Server

Foo : value winxz = 50 Server WOZECA Yes

3.6 Summary and Evaluation

WOZECA is a low cost cross-platform versatile Wizard-Of-Oz solution that utilizes
few network resources. It provides a malleable work area instead of constraining the
Wizard to certain notational semantics and allows one or multiple Wizards to control
multiple ECAs. Its focus on multi-agent dialogue interfaces distances itself from
other WOstystems. Furthermore, a malleable Wizard environment adds flexibility
to WOZECA, a flexibility absent in many WOZ systems.

ECA characteristics (defined in Section 2.2: physical awareness, communicational
awareness, learning, modeling the user’s emotional state, gesture coordination & un-
derstanding, and persona) that affect user response provide a means for assessing
WOZECA'’s capabilities. Following this assessment, ECA appearance and behaviour

(Section 2.3) are also considered.

e Physical awareness is an agent’s ability to track or manipulate physical objects

in the user’s space and hold communications with respect to these objects.
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an additional ECA and its behaviour, as well as user traits.

4.1 Effects

4.1.1 Group Cohesiveness ,

Shaw defines a group as “two or more persons who are interacting with one another in
such a manner that each person influences and is influenced by each other person” [75,
page 8]. This thesis modifies Shaw’s definition to include an embodied conversational
agent as a group member. Restated, a group is defined as two or more persons,
or ECAs, who are interacting with one another in such a manner that each group
member influences and is influenced by each other group member.

Prior to 1950, group cohesiveness was a descriptive term [31] referring to a group
that hangs together, is tight or close knit - a united group. Festinger, Schachter
and Back [{31] provided the first formal definition of group cohesiveness which was
quickly distilled into a simplified notion: group cohesiveness is attraction-to-group.
Attraction-to-group is the attraction of a member in the group to other members of
the group, or inter-personal attraction. This distilled definition structured a great
deal of the group cohesiveness research, focusing group cohesiveness measures on the
individual rather than the group. Reluctance to accept this view of group cohesive-
ness as an inter-member attraction is concisely formulated by Carron: “operational
measures of cohesion based upon attraction underrepresent the concept” [31]. For
example, individuals of a cohesive rowing team worked well together, yet disliked

each other (Lenk 1969) [31].
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Although traditional human-only groups are likely underlrepresented by attraction-
to-group, attraction-to-group is well suited for a group containing a single human
member (the computer user) and embodied conversational agents. The experiment
scenario in this chapter is a single user interac'ting with multifble embodied conversa-
tional agents. This lends itself well to measuring group level phenomena in terms of
an individual. The single user multi-ECA group exists only beéause the user partici-
pates, and without user attraction to the ECAs the group is likely disbanded.

The remainder of this subsection describes several causes and consequences of
group cohesiveness relevant to this experiment. The causes of interest are cooperation
and behaviour. The consequences are increased communication and a more positive
evaluation of the group {31].

Behaviour affects group cohesiveness. During a study of mutual support groups
for parents of children with special needs and disabilities, parents reported many char-
acteristics of a cohesive group such as friendships or communication of emotions that
were not prgsent in other mother and toddler groups [79]. Parents rated their groups
as very helpful as well as highly cohesive. More concretely, behaviour such as friend-
liness, warmth, sensitivity and helpfulness are important factors in the promotion of
group cohesion [31, 75].

Two effects of increased cohesion are increased and better communication be-
tween members as well as an increase in positive evaluation of the (group) situation
and group members [31, 75]. For example, researchers studying walking groups in
Queensland Australia concluded that group cohesion was (of those measured) the

sole predictor of individual’s adherence to walkin oups, and a positive attitude
p g group

towards the group’s act‘:ivity [39].
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4.1.2 Valence and Arousal

Wundt in 1896 was the first to propose three dimensions for describing affective
meaning of stimuli leading to a categorization of the stimulus response [12]. The
i

stimuli’s affect on an individual, thus measures of an individ‘ilals emotional state, is
categorized on three dimensions named wvalence, arousal and Zlominance. Dominance
is of little interest because the chosen valence-arousal-dominance instrument is a
poor measure of dominance (low correlation). This approach is similar to one taken
by Reeves and Nass [70]. From this point onward dominance is ignored.

Valence, originally described by Wundt as pleasure, is a measure of a person’s
contentedness. To further describe valence it is best to borrow from Mehrabian and
Russell’s Sematic Differential Scale that consists of adjectives describing each (va-
lence and arousal) dimension [12]. The scale measuring valence describes low valence
with words such as unhappy, annoyed and unsatisfied; in contrast words such happy,
pleased and, satisfied describe high valence. Arousal is “the degree to which an in-
dividual feels him or herself to be worked up or emotionally intense about what one
is doing” [35] (Apter, 1989, p9). Arousal is similarly described by word pairs such
as relaxed-stimulated, calm-excited and dull-jittery with the left word of the pair
describing low arousal and the right word high arousal.

Valence and arousal scales provide insight into an individual’s emotional state. For
example, erotica pictures are perceived as pleasant and arousing whereas a picture of
a flower is seen as pleasant but calm [12]. More recently, Reeves and Nass had subjects

score 258 video segments finding that valence and arousal were separate emotional

dimensions, and that the video segments caused a wide scope of emotional reactions
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4.4 Experiment Factors

The experiment is a two factor, two level design with one factor, agent behaviour (lev-
els: neutral, positive), measured between subjects and the ot;ler factor, the number
of embodied conversational agents (levels: 1 and 2 ECAs), measured within subjects.
Number of agents was measured within subjects and was bal;nced. Half the partici-

pants interacted with one agent followed by two and half the participants interacted

with two agents followed by one.

4.4.1 The User Task: The Desert Survival Problem

The desert survival problem (DSP) [40]' requires participants to order eight items
(flashlight, knife, map, magnetic compass, one 2L bottle of water, a piece of a mirror, 6
meter by 6 meter piece of blue canvas, jacket) from most important to least important
for their survival in the desert. It provides conversational motivation and context for
the particip’ﬁnt during the experiment and limits the scope of the human-computer
interaction under investigation (see appendix B for details).

Moon [51] constrains a conversation with the DSP in an experiment that examines
attitudes and behaviour during distant communications across networked computers;
Bradner et al. [13] also employ the DSP to constrain a conversation; Nass et al. [60],
Shechtman et al. [76] and Morkes et al. [54] exercise the desert survival problem
for the purpose of an experiment scenario while probing human-computer interaction
related to relationships, personality and humour; Burgoon and Bunito et al. [11, 18]

constrain conversation while studying user reactions to agent appearance and method

1The premise of ordering desert survival items is the primary idea borrowed from the original
DSP by Lafferty et al. .
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of communication.
Likewise, this experiment exploits the desert survival problem for conversational

boundaries, motivation and context.

4.4.2 Independent Variables p

This section describes the independent variables and explains how they operationalize
causes of cohesion in groups. It also briefly reiterates the independent variable’s

predicted effect on group cohesion.

4.4.2.1 Number of Agents

There are two groups: the single agent group where the participant interacts with one
ECA and the two agent group where the participant interacts with two ECAs. The
two agent group is more immediately viewed as a group than the single agent group
simply by n;1mbers. For example, the definition of group casts the group as multiple
individuals [32]. In consequence, it is important to know if the two agent group rates
as more attractive than the single agent group.

The participant experiences the one and two agent groups. The embodied con-
versational agent that appears to the participant in the single agent group reappears
to the left of a second ECA during the two agent group. In other words, one agent is
reused from the one agent group. The ECAs are virtually identical in this experiment
(see Figure 3.3). The same actor performed all ECA roles, was video taped using the
same background and camera position, used one dialogue script (for agents having the
same behaviour), and performed (for agents having the same behaviour) as similarly

as possible providing the ECAs with identical persona. The spoken greeting in the
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single ECA group is shared by two ECAs in the two agent éroup (see appendix C for
phrases). To differentiate between the two embodied conversational agents the actor
was asked to change shirt colour, not shirt style, and to wear a head-scarf. With
many similarities and very few differences, the effects of two aigents are attributed to
the addition of a second agent. ! '

Due to space constraints, the ECAs in the two agent group are smaller than the
ECA in single agent group. The movie clip windows in the two agent group were
scaled to accommodate two agents appearing side-by-side (Figure 3.3). Similarly

scaling the ECA in the single agent group uncovered a large portion of the desktop

which was negatively critiqued in very early pilot studies.

4.4.2.2 Behaviour

Participants experience either a neutral or a positive behaviour? while interacting
with the embodied conversational agent groups. The behaviour is intended to oper-
"

ationalize causes of group cohesion. The difference between the neutral and positive
behaviour is explained using three ECA aspects - voice, script and dialogue - as
summarized in table 4.1.

The neutral agent’s voice is emotionless, robotic and somewhat monotone whereas
the positive agent’s voice is energetic. The energetic voice was well received during the

actor’s nine years of customer service in retail. That is, clients enjoyed the energetic

voice based on their feedback. The energetic voice should be perceived as friendly

2Terminology such as behaviour A and behaviour B could have been used to differentiate the two
behaviours. However, such terminology is found to be more confusing and to make communication
more difficult due to the visual similarity and lack of semantic difference between terms. The names
neutral and positive, though pejorative, were chosen to increase the readability of this thesis.
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Figure 4.1: Effects of Agent Order on Attraction-to-group.









1

Figure 4.1) prefers'® interacting with the two agent group, R? = 0.51, F(1, 14) = 4.10,

p < 0.033.

19From a linear model having three terms (the sum of feeler and thinker, order and age) a second
additional agent in the interface and response RGCR.
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4.5.3 Valence and Arousal

Neither ECA behaviour nor a second additional agent, predicts the participant’s
valence (Figure E.5, and for more detail see Figure E.4). Participant valence decreases
after the first interaction, ¢(31) = 2.35, p < 0.026, (pow > 0.76); and, as seen in Figure
4.3, continues to decrease when the additional agent is remoifed from the two agent
group (order 2-1), t(31) = 2.15, p < 0.5.

As illustrated by Figure 4.3, the order in which the participant encountered the
ECA groups affected their valence. Having participants interact with the one agent
group and, subsequently, adding a second ECA to the interface scored higher in
valence than beginning with the two agent group and removing the additional agent
from the interface, R? = 0.15, F(1,30) = 5.19, p < 0.03, (p > 0.54).

The independent variables did not have a statistically significant effect on partici-

pant arousal (Figure E.7, and for more detail see Figure E.6). However, Figure 4.4 in-

dicates thatparticipants found the first interaction arousing, ¢(31) = 3.5, p < 0.0015.

4.5.4 Self-Efficacy

The additional agent and its behaviour had no statistically significant effect on par-
ticipant’s self-efficacy. On the other hand, Figure 4.5 illustrates that self-efficacy did
increase over time; between T1 and T2, and a weaker effect between T2 and T3 (T1-
T2: ¢(31) = 3.16, p < 0.0035; T2-T3: ¢(31) = 2.03, p < 0.051) (for more detail see

Figure E.3).
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Figure 4.5: Participant Self-Efficacy Over Time
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4.5.5 Additional Results

Two (unrelated) additional results that contribute to the discussion in Section 4.6
are:
i
4
e As expected (due to the established behaviour Sectic;n 4.4.2.2), the Figure
4.6 shows the positive behaviour ECAs dispensed more General and Item in-
formation compared to neutral behaviour ECAs (respectively: R? = 0.75,

F(1,30) = 92.21, p < 0.0001; and R? = 0.21, F(1,30) = 8.11, p < 0.008,

pow > 0.76).

e As seen in Figure 4.7, the stronger the participant’s personal style sensor the
more Item information they extracted from the single agent,R? = 0.31, F(1,30) =

13.37, p < 0.00098.
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Linear Fit Between Personal Style Sensor and
Item Information Discussed with the Single Agent

o 4 o

Item Information Discussed with the Single Agent
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Personal Style Sensor

Figure 4.7: Linear Fit Between Sensor and Item Information Discussed with the
Single Agent

4.5.6 Interviews

Participants reported the one user one agent interaction as more personal (intimate).
This single agent group received few other comments. With an additional agent in
the interface, participants focused on the inter-agent dialogue. The positive aspects
of the two agent group were different points of view and the inter-agent dialogue
which allowed, according to participants, greater time to think and digest the desert
survival information. On the other hand, several participants found the inter-agent

dialogue distracting and too spontaneous.
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Several participants reported a second additional agent, in the neutral behaviour
two agent group, was purposeless. Overall, participants communicated that the neu-
tral behaviour lacked body language (e.g. gestures, smiles, eye movement) and re-
quired more personality, and that the emotionless voice reqtiired improvement. In
comparison, the positive behaviour received few comments.

It became very clear during interviews that the greater the participant’s (desert)
survival knowledge the more poorly the ECAs were perceived to perform. Participants
with survival knowledge asked pointed questions which the agents could not answer,
frustrating the participants.

Two suggested improvements were: agents should communicate item importance
through body language (e.g. more excited for more important items) and the embod-

ied conversational agents should learn from past experiences (e.g. remember answers

and information provided by the participant).

K

4.6 Discussion

This section discusses how attraction-to-group is dependent on the ECA group’s be-
haviour and user traits (age and personal style). It also discusses valence & arousal,
and self-efficacy in context of the experiment’s independent variables. That is, the
first three sections discuss the results in context of the variables and hypotheses pre-
sented in Chapter 4. Section 4.6.4 describes additional user responses to ECAs and

ECA groups.
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4.6.1 Group Cohesiveness

Group cohesion was hypothesized to be greater when interacting with two ECAs

compared to one. The difference visible in Figure E.1 is not supported by statistical
H

tests. Collecting more data might increase support for Hli' On the other hand,

cohesion may involve more factors than accounted for by this experiment.

During interviews, several participants thought little difference existed between
the single agent and the two agent group. They questioned the purpose of the second
agent. Two participants suggested a difference in personality between the two agents
would result in this situation being superior than the single agent group. They said,
“...with variant personality two agents would have been better.” and “I definitely
think two people would be more effective. They just need different personalities.”.
Clearer differences between ECAs will likely improve the multi-ECA interface and its
group cohesion rating.

Althougl clearer differences between ECAs should increase cohesive ratings, the
contributions to participant response include aspects external to the interface. There
is some indication that older subjects focused more on General information and pre-
ferred interacting with a second additional ECA rather than a single agent. The
younger subjects focused more on the personal aspect of the conversation (Section
4.5.2.2). These quantitative results were supported by the interviews. For example,
an older subject said “two heads are better...you’re going to want more than one opin-
ion” and a younger subject said “one on one was more personal”’. Older participants

desire general information dispensed by two agents whereas younger participants de-

sire targeted information dispensed by a personal agent (Section 4.5.2.2 and 4.5.6).
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4.6.3 Self-Efficacy

Self-efficacy increased after each participant-ECA interaction, with the second in-
crease being less significant than the first (Figure 4.5). Some‘ participants were un-
able to indicate a second increase in self-efficacy, using the insﬁ'rument, since they had
already recored a maximum self-efficacy score. With a modif'ied instrument capable
of capturing the second increase in self-efficacy, one may be able to measure a second
increase.

Vicarious experience may explain why participant’s self-efficacy changed over the
course of their interactions. A vicarious experience is discussed as an individual com-
paring their abilities to others. In the case of the experiment, participants comparing
their DSP abilities to prior DSP abilities could contribute to a vicarious desert sur-
vival experience. Information obtained from each conversation provided more context
for the participant’s desert-survival-problem-item ranking. The better the participant
understood ghe DSP the stronger their belief in their abilities to properly rank the

items. This would explain the results discussed in Section 4.5.4.

4.6.4 Additional User Responses -

Additional responses to ECAs were collected from experimenter observation, statis-
tical data (Section 4.5) and interviews with participants. Although these additional
responses do not directly address the hypotheses, they are expected to help in ECA

design and the understanding of user response to ECA interfaces.
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4.6.4.1 Usability

The participant’s ability to use the 2-agent interface improved when they experienced
the single agent first. Participants were more content (greater valence) to experience
the agent order 1-2 rather than 2-1. Examining the effect of ag:ant order on attraction-
to-group for ECAs with positive behaviour, the order 1-2 haél a larger effect (father
from zero) than 2-1. During the interviews, participants who experienced the agent

order 2-1 made comments such as: *

‘...two agents, that was the problem. Did she finish
or was there something next”; “Two agents was like a tag team.”; “What I liked the
least is the random popping up.”. On the other hand, participants experiencing the
agent order 1-2 made comments such as: “I like the one with two people cause you
get two different views.”; “I like it when they played off each other.”. In multi-ECA

interfaces, users should most likely interact with a single embodied conversational

agent before interacting with many.

A
4.6.4.2 Google: Analogizing to the Familiar

Rather than being conversational most users began by entering keywords. When
questioned about their reluctance to write in full sentences, the participants responded
with statements such as “I assumed it would understand shorter sentences...It would
be like Google - type a word and things come up.” or “With the computer you’re use to
typing short commands...the Google thing.”. Participants expected less functionality
of the ECA interface and relied on previous experiences to guide their conversational
behaviour. ECAs should most likely demonstrate meta-conversation competence in

order to describe their conversational skills and the correct interaction techniques to
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their user.

4.6.4.3 Future ECAs

During the interviews, participants were aske‘c}l to consider a‘JSOCiety with embodied
conversational agents and to comment on such a society. Partieipants concentrated on
loss of employment, ECA purpose and user-ECA relationships. ‘This questioning was
developed serendipitously and, as such, this section relates more closely to ECAs as
a destination for the evolving computer interface rather than the thesis’ main theme.

Participants felt ECAs were well suited as information dispensers such as infor-
mation kiosks staff or for uninterrupted service positions such as tech-support. These
traits were seen as positive attributes for a home security ECA - an ECA replacing
the conventional home alarm system. Although participants responded positively to
an ECA society, a major concern was loss of employment. Embodied conversational
agents were expected to replace students in “menial” (terminology used by partici-
pants) jobs such as a cashier. However, participants were convinced that ECAs would
fail in positions requiring emotions or an emotional understanding.

Participants had privacy concerns over the information collected by ECAs during
user-ECA relationships since embodied conversational agents could facilitate access
to people’s private information. Viewing the ECA as an information collecting sys-
tem paralleled the participant’s expectation that an emotional link would be absent
in user-ECA relationships. However, many participants feared people would become
addicted to interacting with their ECAs. They expected people to lose their social ca-

pabilities and sever the human connection. In several discussions, participants voiced

concerns that people could fall in love with their ECAs and abuse the technology
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pornographically.
Participants seemed uneasy with the prospect of software replicating human func-
tion. In some sense asking themselves, “What purpose would humans serve if ma-

H
chines were human?”. 4

/

4.6.5 Discussion Summary

The group’s positive behaviour appears to increase user preference for the two agent
group. The results suggest that user preference for an ECA group depends on factors
other than the number of agents and their behaviour. Age, personal style, dialogue
Prompts and information dispensed by the single agent group affect user attraction-
to-group. With respect to the user’s emotional state, valence increases for the agent
order 1-2 and arousal increase after the first group interaction. The increase in valence
is attibuted to interface usability and arousal to the “novelty effect”. The increase
in the user’s self-efficacy over time is attributed to a vicarious experience (i.e. users

comparing their abilities over the duration of the experiment).
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Appendix B 2

Detailed Procedure

Below is the procedure followed during the experiment with material read to the
participants in quotes (e.g. “Hello”). A minor variation on this procedure exists
where the participant interacts with one ECA followed by two ECAs (i.e. interchange

one and two, and correct the English accordingly).

1. Pre-treatement
e The participant’s computer speakers are turned on to the correct volume
(sound check).
e The screen saver is off.

e Assign a number (#C2-1 or #NC2-1) to the participant and record the
number on all questionnaires.

e The server is started.

e The Chat window is properly centered on the participant’s computer and
is the correct size.

e The background is set to 2 agents.

e Sign voucher; Record name and MUN #;
“I will be reading the instructions to you so that I do not forget something. The
goal of this experiment is to understand what is required to build successful

virtual people, or agents. A person that exists on a computer screen that is
controlled by a computer is a virtual person, or an agent. I am with you during
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the entire experiment which will take about one and a half hours. I’ll give you
the questionnaires at the appropriate times and teach you how to talk to the
agents. I may take some notes during your conversation with the agents. Before
we start, I’ll need your consent.”

. Participant reads consent form; sign. !
4

. Ask participant: Do you have any questions? )

. Scenario: “You will complete the Desert Survival Problem. The Desert Survival
Problem requires that you rank eight items from most important to least im-
portant for survival in the desert. Once you have answered two questionnaires
and ranked the Desert Survival Problem items, you will interact with agents on
the computer. The agents will share their desert survival knowledge during a
six minute period. After the six minutes have elapsed, you will again answer
some questions and rank the Desert Survival Problem items; and so on...”

Ask participant: Do you have any questions?
. “The long term goal is to build future agents that work well with you, and work
well for you. In order to do this, an understanding of who you are is required.

The next questionnaire will help make agents more sensitive to individual dif-
ferences.”

Participant completes: data collection 1

. “Imagine that you crashed-landed a helicopter in the middle of the desert and
that you were able to salvage items from the body of the helicopter. You know
that search and rescue teams are looking for you but you do not know whether
they will find you in hours, days or weeks. The Desert Survival Problem requires

that you rank eight items from most important to least important for survival
in the desert.”

Participant completes: DSP ranking labeled “before”
. “Again, the long term goal is to build future agents that work well with you, and

work well for you. The next questionnaire will help make agents more sensitive
to individual differences.”

Participant completes: data collection 3 labeled “before”

. “This next questionnaire will help capture how the agents affect you.”

Participant completes: Valence, Arousal Images labeled “before”

. Experimenter teaches participant how to use Chat tool

“It’s time to sit in front of the computer. I’m going to teach you how to use
the chat tool before you have a conversation with the agents. To Chat with the
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‘.
23. “Again, the next questionnaire will help make future agents more sensitive to
individual differences. Please read the instructions carefully before completing

the questionnaire.”
Participant completes: data collection 2 [use booklet for questions [34]; starts

on page 3| : ;
4

!
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Appendix C '

Script and Coding

The video clip statements available to the embodied conversational agents are pre-
sented below. The desert survival information is drawn from the US Army Survival
Guide [88]. The coding of these statements can be found in square brackets. For
example, the category water was coded as item information.

F)

Greeting [other]

e Hello, my name is Alpha. I am a computer generated personality and I use
small movies to talk with you. I have been taught some basic desert survival.
I will be able to give you information and insight into the items that you must
rank. What item would you like to discuss first?

e My name is Alpha.
e bye
e I'm sorry but we’ve run out of time, goodbye.

(Two Agent Greeting) [other]

e Hello, my name is Alpha. We are computer generated personalities and we use
small movies to talk with you.

e And my name is Beta. We have been taught some basic desert survival. We
will be able to give you information and insight into the items that you must
rank. What item would you like to discuss first?
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e You can use the empty 2L bottle to trap condensation at dawn, providing more
water.

e | would rank the bottle of water as the most important item.

Canvas [item information] ;

e the 6 meter by 6 meter piece of blue canvas )

[
e The canvas can provide shelter from the sun. It is difficult to build a shelter in
desert environments so you must have one with you.

The canvas can keep you warm at night.

Using the canvas, you might be able to trap condensation at dawn, providing
more water.

I would rank the canvas as the second most important item.
Knife [item information]

e the knife

e The knife is necessary if you wish to build anything to increase your chance of
survival.

The knife can given you a feeling of security.

I would rank the knife third.

Mirror [item information]
e the piece of a mirror

e The reflection of sunlight off of the mirror can alert the search and rescue teams
of your whereabouts.

e You can use the mirror to inspect parts of your body, like your back, that are
not easy to see. This can be useful if you fall and scrape your back, or worse.

e | would rank the mirror fourth.
Flashlight [item information]

e the flashlight

e At dusk and at night light travels great distances, the flashlight can alert the
search and rescue teams of your whereabouts.
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10.

11.

12.

13.

1]

l.
(b) I feel my absence would not matter to the two agent group.
(c) I feel my absence would not matter to the one agent group.

(a) If I was asked to participate in another project like this one, I would like
to be with the one agent group.

i
(b) If I was asked to participate in another project likesthis one, I would like
to be with the two agent group.

!

(c) If I was asked to participate in another project like this one, I would not
like to be with the one group more than the other.

(a) I do not feel comfortable working with the two agent group.

(b) I feel no more comfortable working with one group more than the other.

(c) I do not feel comfortable working with the one agent group.

(a) I do not feel that I worked well with one group more than the other.
(b) I feel that I worked well with the one agent group.
(c) I feel that I worked well with the two agent group.

(a) I prefer interacting with one agent rather than two agents.
(b) I am indifferent as to whether or not I interact with one or two agents.

c) I prefer interacting with two agents rather than one agent.
P g g g

I
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Table E.1: Effect of Number of Agents on Participant Attraction-to-group.

Number of Agents

One | “Neither” | Two

Number of Participants Attracted-to-group 13 1 18
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