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Abstract

The mining industry currently faces decreasing numbers of mineral discoveries at
shallow depths. As a result, mining companies are intent on finding new methods to
discover deposits which lie deeper (>500 m) and are out of reach of other conventional
geophysical techniques. The possibility of adapting seismic techniques to incorporate
mineral exploration has recently been considered. The use of seismic beam-forming
could potentially significantly diminish exploration costs for deeper targets. An approach
to decreasing the cost of the seismic technique is to significantly decrease the source
cost by relaxing the imaging requirement of complete azimuthal illumination of the
target. In this work, we employ a method to beam-form scattered energy and optimally
detect and map geological targets. For each subsurface grid point, we compute a delay
and sum operation that is designed to focus diffraction energy, assuming that the point
is a candidate for causing a diffraction event. We demonstrate the benefits of this
approach by applying it to both synthetic and real seismic data in which targets at
different depths are present. Overall, the results obtained from both synthetic and real
field data show that seismic beam-forming could be an effective method for locating ore
deposits. Successful application of this method could prove successful in reducing

exploration costs.
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Chapter 1

Introduction

1.1. Application of Seismology in Mineral Exploration

Seismic methods illuminate the subsurface using elastic waves. The signals of interest arise
from the reflection, refraction and scattering of waves at boundaries where abrupt changes in
elastic properties occur. Seismic reflection techniques have been used extensively for oil and
gas exploration in se mentary basins. Through geological imaging, these techniques help
identify the location and size of oil and natural gas fields. Seismic methods have had relatively
limited use in mineral applications. This is due, in part, to relatively high cost of seismic
techniques, but is predominantly the result of the complexity of the seismic response in the
hard rock environment. However, recent results indicate that seismic methods can be adapted
for use in mining exploration, though some modifications to standard practice are required in
view of the complex scattering and weak reflectivity that characterizes seismic data from ore
deposits. Early application and recent developments in the mining industry can be seen in the

following table (Milkereit et al., 2003):

Tebie LBt applicsticr 4 arca ™ weve cpee e e g rdasin,
Year
r1:-)08 First portable seismographs were used to stuay:elsm_ic wave propagation.

1914 The first seismic application for mineral exploration.

1980 The seismic imaging of shallow sedimentary hosted mineral deposits is first
developed.

1987 First successful application of 2D seismic profiling in a mining camp.

1993 MIITEC review of seismic reflection surveying for mineral exploration, led to
comprehensive petro-physical, borehole geophysical and seismic studies of
massive sulphides.

1994 First 3D seismic survey for mineral exploration




1997 | First successful application of 3D seismic for mine planning and development

2002 | High resolution 3D seismic imaging made available

In recent decades, the number of newly discovered economic ore deposits has decreased
because those that are near-surface have already been found and exploited. Therefore,
geophysical exploration methods that can locate economically viable deposits at depths of up
to several kilometres are required. The use of seismic methods could be one possible solution
(Eaton et al., 2003). The potential for significant contrasts in seismic wave velocity and density
of major ore deposits within their host-rocks, suggest that seismic reflection methods can play a
role in targeting deep-seated mineralized bodies. As well as a contrast in acoustic impedance
(of 10% or greater), several geometrical criteria must be met in order for an ore body, or any
other geological feature to be seismically visible. Mineral deposits are generally small with
respect to the seismic wavelength, they usually have complex geometries, and are also often
found in a steeply dip} g setting. It is possible to detect and prospect for ores using reflection
techniques if the deposits meet the size, thickness and presentation constraints required for
reflection or diffraction (Salisbury and Snyder, 2007), and the seismic method is properly tuned

to the target.

Pioneer seismic reflection investigations in major mining camps in Canada, Australia and South
Africa have already demonstrated that the methodology could successfully be used for
exploration at depth (Malehmir and Bellefleur, 2011). Today, there are numerous 2D and 3D
reflection seismic projects around the world, directly intended for targeting mineral deposits at
depth (> 1000 m), or for unraveling geological structures which host mineral deposits for mining

and exploration purposes.



1.1.1. Seismic Exploration for Minerals - Special Considerations

Processing and interpretation of seismic reflection data using standard oil and gas seismic
techniques are based on an underlying layered earth model. For example, recorded traces are
organized and stacked to image continuous features; observed variations in amplitudes are
modeled assuming specular reflection from a quasi-planar boundary. In mining, continuous
marker reflections such as sills sometimes exist (Juhlin, 1990} but often do not. For successful
application of seismic method in mining, it is paramount to consider scattering effects (Hurich,
1996), where scattering refers to diffractions that originate from localized anomalous regions.
These signals are considered to be secondary importance to continuous reflections in
conventional seismic processing and interpretation, but in the context of mining exploration
they likely represent the most important component of the recorded seismogram. The
preservation, enhancement and interpretation of scattered signal are the keys to successful

application of seismic methods for mineral exploration.

1.2.Thesis Objective

Several approaches can be used in conjunction with the seismic reflection technique to detect
and locate ore deposits. The main focus of this thesis is to evaluate the effectiveness of seismic

beam-forming as a cost effective alternative to conventional 3-D surveys.

Beam-forming is an array processing technique for estimating characteristics of seismic waves.
The basic principle of beam-forming is to combine the data collected from all sensors, and then
apply the beam-forming algorithm to estimate the parameter of interest (Tu, 2009). in this
study, the location of the unknown target is the parameter of interest. Beam-forming could be
an approach to decreasing the cost of the seismic technique by significantly decreasing the
source cost by relaxing the imaging requirement of complete azimuthal illumination of the
target, and to set the goal as subsurface detection and localization, rather than complete
imaging. Also, as can be seen in Chapter 2, by finding an optimum receiver array we intend to

decrease the number of receivers as well and then apply beam-forming further decreasing cost.



To achieve the objective of this research, a quasi-parametric study of the various factors that

control beam performance was implemented. The following steps were taken to carry out the

study:

e Simulations were developed in MATLAB to evaluate the potential configurations of the
seismic receiver arrays in order to minimize the number of receivers required and
reduce the time and expense of operating arrays, as well as the computational cost of

executing beam-forming.

e Synthetic seismic data were generated, in Seismic Unix, using the finite difference

method.

e Software algorithms were developed, using MATLAB, to perform the beam-forming

procedure to localize targets both horizontally and vertically.

e A quasi-parametric study of various issues that may affect beam performance is carried

out.

e The result of the parametric study is analyzed and discussed.

1.3. Thesis organization

This thesis is an evaluation of effectiveness of beam-forming as a signal processing technigue
for exploration of deposits. The beam-forming process attempts to locate the target in

subsurface.

Chapter 2 describes array theory. Different 2-D arrays (in a case the 3-D seismic recording
required) have also been designed to identify optimal receiver array geometries to meet the

purposes of adequate beam response and economy of deployment.




Chapter 3 introduces the theoretical background for the conventional beam-forming technique

used in this study. It is known as a delay-and-sum method.

In Chapter 4, the method discussed in Chapter 3 is applied. The performance of the method on
the synthetic and field data is evaluated. The theory is also applied to VSP data. Finally, real
field data is examined to verify the beam-former under real data conditions. The obtained
results show that beam-forming method can be a successful method to employ for the location

of scatterers.

Finally, conclusions of the experiment and the implications of what has been achieved in this

research are discussed in Chapter 5.



Chapter 2

2.1. Introduction

The objective of this chapter is to evaluate the potential configurations of the seismic receiver
array to identify the configurations that optimize the power ratio between the main-lobe
(containing the maximum power) and its side-lobes (located outside the main beam). In
preparation for field work, we need to work with 2D array, so we concentrate for finding the
best 2D array in real fields. Although we did not have a chance to work with 2D array, the

information is available for future research.

Another factor evaluated is the number of receivers required to achieve an acceptable beam
performance. Minimization of the number of elements required decreases the time and cost

involved in array deployment and computations.

2.2. Array Application

According to Johnson and Dudgeon (1984) three primary uses of sensor arrays are:

e to enhance signal to noise ratio of the sensing system
e to extract information about the signal sources (i.e. number, position, velocity, etc.)

e to track signal sources as they move

In this study we intend to use the array to increase S/N ratio and locate the target.

Array Design



2.3. Array Resolution

The resolution of an array is the ability of distinguishing between two objects in close proximity.
Resolution is usually quantified as the 3dB beam-width (beam width at half of the maximum
power level). For a uniform linear array this is calculated in radians as (Manolakis et al., 2000):
AP35 = 0.89% 1

where L is the length of the array. If we enlarge L (the aperture of the array) A, gets smaller,
and this results in a narrower beam and an increase in spatial resolution.

The resolution properties of the beam-forming method are commonly defined in terms of the
Rayleigh criterion which is the generally accepted criterion for the minimum resolvable detail
and establishes a standard to characterize the spatial resolution (Lundstrom, 2008). Resolution
could be described in :rms of wave-number. The apparent wave-number is the true wave-
number multiplied by the sine of the angle of the beam away from the perpendicular to the
array. The main beam response is equal to a wave-number pass-band, so the narrower beams
results in higher resolution. The beam pattern of a linear array which is distributed along the X

axis is shown in Figure 1.

Mambeam——= Attt maximum powcr
level

half-power (-3dB)

point \

half-power (-3dB)
point

Frst s0e lobe

Figure 1 Example of bcam-pattern of a uniform lincar array The man bcam side b s ar d
the width of the mair beam are pointed oot Modified frem Landctrom, 2008,
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2.4. Spatial Aliasing

In modern seismology we use digital recording which means that we don’t record continuously
but rather we sample waves closely spaced by discrete times. To define the waves from such
samples we need at least two samples per period of the highest frequency components we
wish to utilize, otherwise we will encounter what is called temporal aliasing. Similarly we don’t
sample seismic waves with traces at all surface locations, but instead samples are separated by
the group interval. Both reflections we want to extract and noise we want to suppress have
apparent wavelengths that can be measured at the surface. To prevent spatial aliasing we need
two samples per apparent wavelengths along the seismic line. Since wavelength is inversely
proportional to freque cy, higher frequency components have shorter wavelengths and are

more likely to be spatially aliased (Sheriff and Geldart, 1995).

Spatial aliasing in the array results in a deterioration in the array response manifested in
wrapping of high wave-number K power into lower wave-number K which affects the resolution
of the beam. The initial K at which spatial alias occurs (Nyquist K) is a function of the sampling

spacing of the seismic receivers.

2.5. Near-field and Far-field Region

The response of an array can be classified based on the scale of the array and the
characteristics of the impinging wave-fields and is typically divided into far-field and near-field

regions. The far-field is the region where the depth of the scatterer from the array is more

than L?/4A . In this region the wavefronts are effectively planar. The near-field is the region

where the depth of the scatterer from the array is less than L? /44 . This region is dominated by
curved waves. An illustration of near-field and far-field can be seen in Figure 2. L?/4Ais the
transition between near-field and far-field. This transition is frequency and velocity dependant.

The transition graph is plotted in Figure 3 for velocity of 4500 m/s and peak frequency of 50 Hz.






2.5.1. Far-field Array Response

The initial aim of this work is to determine an optimal array configuration that provides results
in an acceptable array response but minimizes the number of required receivers. To determine
the optimal array configuration, we calculate the far-field impulse response of a variety of array

configurations and compare those responses to an ideal fully populated square array.

2.6. Potential Array Configuration

Array geometries can be classified into three categories:

1. Linear

2. Planar

3. Volumetric (3-
Within each category, we can consider:

a) Uniform spacing

b} Non-uniform spacing

¢} Random spacing
For this study, we focus on linear and planar arrays. The impulse response of an array provides
important information on the directional discrimination of the array as well as estimation of the
width of the beam for an ideal plane wave. The impulse response of an array is determined by
the power spectrum. It is also called the array transfer function because the array output is the
convolution of the wave-field and the theoretical frequency-wavenumber response. The

normalized array response in the ky, k, plane is given by (lyer, 1968):

n 2

1 )

- —jlkxxptkyyi

Re(kyy) = — ze (i) 2
i=1

Where n is the number of receivers in the array and (x;,y;) are their coordinates. R always

exhibits a central peak, the value which is one for this normalized case (k, = k,, = 0) and side-

lobes with amplitudes of less than one. The narrower the central peak, the higher the spatial
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resolution of the array. The most direct method of determining the impulse response of an

array is through the Fourier Transform. In the Figure 4, the array response of linear array

(number of receivers =10 and spacing =10 m can be seen).

I g Nymt &

N N A N Y L N v o e ren R gy

In electrical engineering terminology, the main spectral line and its side-lobes are called ‘main-
lobe’ and ‘side-lobes’ respectively. Optimization of the power ratio between the main-lobe of
the beam and the side-lobes and minimizing beam width are the criteria used to evaluate
potential configurations of the seismic receiver arrays. In addition, minimizing the number of
receivers reduces the time and expense of array placement and the computational cost of

executing beam-forming.

2.7. Description of MATLAB Code

Using the above theoretical background, a MATLAB code was written to carry out the discrete
1-D Fast Fourier Tran »rm for linear array and 2-D Fast Fourier Transform (FFT) for planar

array. The program codes ArraylD.m and Array2D.m can be seen in Appendix A. Most of the
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command lines have a comment at the end giving more details about the command. After

defining the receiver space and array pattern in the matrix, the FFT is applied to the matrix and
is used to determine the normalized power spectrum. Finally, the power spectrum is plotted to

visualize the impulse response.

2.8. Simulation

The design of arrays achieve certain performance criteria involves trade-offs among the
parameters of the array geometry, the number of sensors, and signal-to-noise ratios (Van
Trees, 2002). Here a 2-D spatial power spectrum was calculated for several different geophone
arrays to find the best array which is economical and easy to implement in the real world.
Square, circle, triangle, random, star, and cross patterns were used in this case because they
are popular, commonly used, standard and easily designed and implemented, although not
necessarily optimum (Kerekes, 2001). In this sense, we can also say that optimum in array
performance is that which provides minimum side-lobe to main-lobe ratio and minimum beam-
width. In the following figures, the results of various arrays with a different number of receivers

can be seen.

12




























2.9.

Receivers

Comparison of Different Arrays Based on Number of

Here, we compare the number of receivers which have been involved in the suggested patterns

(Table 2). Minimizing the number of receivers will decrease the cost and the time for deploying

arrays which is one of our goals (especially in mineral industry).

Teble 2

Array Number of | Area (m?) Sidewbe/mainlobe Beam-Width
Geophones (m)

square 1089 102400 =0 0.0015

Triangle 10 70400 0.58 0.0016

Kanaom 24 Y6100 0.26 0.0016

Cross 65 102400 0.24 0.0016

Star 129 102400 0.05 0.002

Circle+Star 180 102400 0.044 0.0018

square 281 90000 0.10 0.0017

(Progressive)
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2.10. Summary

According to results of simulation of impulse response, for having acceptable main beam in
comparison with the side lobes we have several array designs which can compete with the
standard square array design and we can save significant amounts of time and money.
According to the results shown in Table 2, a combination of the circle and star array gives us

lowest side-lobe to main-lobe ratio and also its beam-width is close to square array.

These simulations help us to obtain an initial view of the beam response and its dependence on
number of receivers, length of array and some other factors. In addition, since there is a
possibility of recording real data in future in 2-D and 3-D, it is required to study different arrays
response numerically to choose the array with least number of geophones which is not only
easy to deploy but also to get the best response. In the next section, the beam-forming method

in 2D case is explained.
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Chapter 3

Beam-Forming

3.1 Introduction

Beam-forming has been used for many years in variety of applications, such as Radar, Sonar,
Communications, Astronomy, and in Geophysics. The majority of array processing literature
deals with the simplified case of far-field assumption for beam-forming. This means that the
received wave-front from a single point source is assumed to be planar because the curvature
of the wave-front is small over the length of the array. However, in many practical situations,
the source is within the near-field, i.e. the received wave-front is significantly curved over the

length of the array.

As discussed in chapter one, the beam-forming technique is used in this study to detect the
target, instead of imaging. The use of both beam-forming and a small number of seismic
sources to generate energy (the cost of which represents 40-70% of the survey cost) could
significantly reduce exploration costs for deeper targets. The proposed technique follows the
idea that some mineral deposits generate a characteristic scattering response, which could be
detected and thus help to locate the deposits. In the following section, we present the delay-

and-sum beam-forming technique used in this study.

3.2 Conventional Beam-forming

Conventional or delay-and-sum beam-forming is quite true to its name, as the beam is formed
by applying delays or advances to the data recorded at individual receivers, according to the
desired array response and then the receivers are summed together to form that response (the
beam). Consider an array of geophones receiving signals from a target in the far-field. If the
output from the geophones are simply added together then, when an emerging plane wave is

parallel to the array, these geophones outputsare in phase and will add up coherently. When
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This search technique may be carried out in the time or frequency domain. This means that the
search can be made by applying time delays/advances in the time-domain, or the array data
can be transformed to the frequency-domain and the search carried out by applying phase

delays/advances.

3.2.1 Time-domain Beam-forming

For time-domain beam-forming the recorded signals are processed in the time-domain which is
the standard domain for recording seismic data. The angle of emergence or equivalently the
direction from which the wave arrives at the array is found by a systematic search for a beam
angle that results in the maximum power output from the array. The mathematical expression

of this technique is:

xm(t) = S(t - Tm) + nm(t)' 3

Where s(t - T,,) = delayed signal, n,,(t) = Background noise, m = receiver number, and 1, is

the time delay.

If the output is weighted, delayed and then summed to make the beam output, it can be

presented by:

()X tw,, x,,(t —1,,) 4

Weighting the individual elements of the array allows modification of the beam response to
attenuate side lobes introduced by the finite length of the array. The general operation of time-

domain beam-former is shown schematically in Figure 23.
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method cannot be directly applied. Instead, we employ a novel beam-former that uses the
delay-and-sum approach, but does not assume plane waves. This novel beam-forming method

is explained in the following section.

3.3 Near-field Beamformer

As was explained in previous sections, classical beamforming requires iterative determinations
of the appropriate set of delays/advances to cause inphase summation of the array elements.
In the far-field where the emerging wavefront is effectively planar, a linear shift is applied to
each array element. In order to apply this technique on near-field targets in which the emerging
wave is nonplanar, we propose an alternative near-field beam-forming method which performs
the array summation using non-linear shifts. This method will be explained in detail in following
sections, but before discussing the details of the beamformer it is necessary to discuss the
kinematic nature of diffraction because diffraction is the foundation of the non-linear shifts

applied in our beam-forming method.
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3.3.1 Diffraction

The scattering of energy by point and point like impedance contrasts gives rise to waves that
can be characterized by diffraction theory. For a homogeneous medium, the kinematic

response of a point scatterer is a circular wavefront that propagates to the surface. Due to the

time-distance relations discussed in detail in the next section the characteristic of t-x expression

of the circular wavefro recorded by a surface array is hyperbolic.

Figure 25 represents a single point diffraction and the corresponding signature on the time
section. Figure 26 also shows synthetic seismic data that were generated using a second order
finite-difference modeling algorithm implemented in Seismic Unix. It shows the diffraction
traveltime curve for a coincident source and scatterer. The scatterer was modeled as square-
shaped geological blocks placed at a depth. of 300 m. A source was placed directly above the
scatterer. The dominant source frequency for all generated data is 50 Hz. Since we have used

Seismic Unix (sufdmod?2) for producing synthetic data, the wavelet is not pure zero-phase.
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3.3.1.1 Diffraction Equation

A theoretical diffraction curve is governed by the geometry of the array and the background
velocity. In the case of a linear geophone array (for the scatterer below the geophone array),
the source could be coincident with the scatterer or offset from the scatterer. Figure 27 shows

the geometry of a source (a) above the scatterer, and (b) offset from the scatterer.

¢

S0 ophone S0 one

—n—
) —_—t—

scatterer

(a) (b)
b 0y ooy b oy W 1) I woeohy bt hie coat ot

The diffraction traveltime curve for a common source gather over the diffracting point for z>>x

is given by (Sheriff and Geldart, 1995):

ta = (A/W[z+ (x? 4222
~ 2z/V +x?/2Vz =ty + 24t 6

Where t, is diffraction traveltime, v is the velocity and At,, = x2/4Vz is the normal moveout
for a reflection. However, when the source is not vertically over the diffracting point, the

diffraction traveltime curve is given by (Sheriff and Geldart, 1995):

tg = (1/V) ((Z2 + az)% +[(x —a)* + 22]%)

31



~ 2z/V+a?/2Vz + (x —a)?/2Vz

~ ty + (2a% — 2ax + x%)/2Vz

a(a—x)
Vz

~ ty + 24t, +

The beamformer developed in this work uses the equation valid for source above scatterer. The

ala—x)

difference between last two equations is the factor of which is zero for the geophones

ala—x)
vz

on top of the target because a equals x. has the maximum value for the shallow targets

and targets that are in far-offset in respect to the source. Since our goal is detection and in

ala-x) .
value in

most cases we don’t have prior information for target for simplifying we ignore

our method. We will show that this assumption does not affect our detection by showing two

models 1) source above target and 2) source offset from the target in section 3.4.2.2.

3.3.2 Characteristics of Diffraction

There are several important characteristics of the point diffraction:

e The travel time curve of a point diffractor is a hyperbola with its apex fixed above the
diffractor, so if we can find the apex we locate the spatial position of the diffractor.

o [f the source is offset from the scatterer, the apex of the diffraction hyperbola does not
move laterally. Figure 29 demonstrates that the lateral apex position of the hyperbola is
independent of the source position.

e Diffractions can appear anywhere on the shot gathers, and the traveltime is controlled

by the velocity and location of the source with respect to the scatterer.
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3.4.1 Explaining the Method in Detail

The approach is to beam-form at every potential diffraction apex point in the data and then
assign the beam-power at these points to the position of the potential apex. Because we don’t
have any prior information about the location of the scatterer, so we need to search for every
possible position. The following figures clarify the idea. Keep it in mind that we are using

MATLAB for our coding and the input and output are both matrixes.

— —_—

ara a1 a3 - - -
@21 dz2 Q23 - - -

831 832 a33 - - -

by matrix
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In practice, we need to identify the elements of the matrix that contain the diffraction and sum

along them and locate the value on the apex position.

3.4.2 Identifying the Matrix Elements Relevant to the
Diffraction

Because the main goal of the beamformer is locating an unknown target, a global scan for the
target by sweeping all possible locations of the diffraction apex is required. As the seismic
scattering response to a single point is already known, we can define a hypothetical hyperbolic
window to cover the single point’s seismic response. Therefore, for any possible target’s spatial
position (for each sample), the diffraction response can be calculated. By doing this, the delay is
defined by the theoretical diffraction response, and summation takes place along that
response. The absolute value of summation is then placed on the assumed target’s position,

which is the apex of the hyperbola.

As mentioned before for calculating the diffraction response, we assume that the source and
the target are horizontally coincident. This built in assumption localizes the target spatially but
not temporally. This is an inherent weakness of our beamforming method. Figure 32 shows an
example of the hypothetical hyperbolic window that is used for identifying relevant elements in

the input matrix
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e The artifacts in Figure 36 (a) are no longer symmetrical because the source is on the left

side of the target so amplitudes are variable over the hyperbola. This shows that these
artifacts are summation artifacts.

e Both targets are detected laterally in correct location, but not vertically because the
travel-times from source to target and target to receivers are different for these two

examples.

3.4.3 Temporal Samples

The number of time samples in the time direction used for beamforming is an important
parameter. As the number of time samples increases not only the computation time increases
(because it includes more samples to sum through) but also the correct detection of the known
target is affected as demonstrated in following figures. In the following 4 experiments the
beam-former was applied on the same model as shown in Figure 33 (the target at the depth of
250 m at the middle of the array) with different numbers of time samples. As we can see in
Figure 37(a) where one sample per trace is used for the summation, the target is clearly
detected but if more samples included (5 elements in Figure 37 (b), 25 elements in Figure 37 (c)

and 50 elements Figure 37 (d)) both temporal and spatial resolution diminishes.
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spatially. The second and the major criterion can be used to evaluate the beamformer is the

beamwidth.

3.5.1 Degree of Localization

The degree of localization is the ability of the beamformer for detecting and locating the target
spatially. This is partly related to the beamwidth but also depends on the mainlobe to sidelobe
ratio. As it is shown in Figure 33 (c), there are clearly artefacts that are not just sidelobes but
are caused by smearing associated with the summation process. These artifacts (in that
example) are almost symmetrical and we can identify those in left, right, top and below the
detected target. The power ratio of the smearing area to the highest power in the beamforming
plot is small. This ratio for the shown example in Figure 33 is 0.1, so we can easily identify the
target based on its high power in comparison with the associated artifacts. This is further

discussed in Chapter 4 in the context the effects of noise on the beamformer.

3.5.2 Beamwidth

Since both localization and beam-width are related, we study the behavior of beam-width when
the size and depth of the target is changing. By doing this, we determine the limitation for
resolving, detecting and estimating the size of the target. We use this criterion in Chapter 4 to

evaluate beamformer result and to compare different models.

3.5.2.1 Beam-width vs Target Size

In this section, the relationship between target size and beam-width is examined to set a
standard for performa e of the beam-former on band limited data. The experiment is carried
out for targets at a depth of 250 m with a thickness of 50 m, and various target widths. The

relation between target size and beam-width can be seen in Figure 38.
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According to the last three experiments (3.5.2.1, 3.5.2.2 and 3.5.2.3), some conclusions can be

drawn:

e The beam-former does not focus for targets smaller than the Fresnel zone (Figure 38).
e We should expect the deeper the target the wider the beam is, but beam-width varies
directly with the Fresnel zone

e Beam-width systematically under-estimates target width.

These experiments ver ' the use of beam-width as a parameter to characterize the response of

the beamformer.
3.4 Difference between Migration and this Method

After studying this method, one might guestion the difference between the explained method

and Kirchhoff Migration. There are some differences between our technigue and migration:

e |n treatment of the data prior to summation: there is no amplitude and phase
corrections in this method while in migration it is required to apply amplitude and phase
corrections before summation.

e Our method is not as complete as the migration, and we want to relax imaging criterion
and instead of illy imaging, detecting the target is the main goal. Seismic migration
maps the seismic reflection energy recorded on the Earth’s surface to its correct spatial
and depth loca )n, while at the same time collapsing the width of the Fresnel zone to
the size of seismic wavelet in the Earth.

e The method could be applied on a single shot gather and help us to detect the target,
while the migration applied on group of shot gathers (we can apply the migration on a
shot-gather but it does not help us to image or locate the unknown target based on only

one shot gather).
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3.7 Summary

In this chapter, some aspects for delay-and-sum beam-forming and its performance in time and
the frequency domain have been covered. Our introduced method has been described in
section 3.4. This method has a potential to be applied on both seismic reflection profiling, and
vertical seismic profiling. The relationship between the Fresnel zone, the target size and the
beam-width are also examined which is a key to calibrating the beam performance. Based on
the results, our preliminary objective (detecting the target) is elevated. Although, we have the

ability to determine the larger target’s size.
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Chapter 4

Beam-former Performance

4.1. Introduction

In this chapter, the concepts discussed in the previous chapters, and the beam-former
introduced in Chapter 3, are evaluated by application of the beam-former to synthetic data.
These simulations are designed to examine the beam-former response in a variety of situations.

The technique will be applied to both surface and vertical seismic profiles.

4.2, Synthetic Data Generation

Generation of synthetic seismic data was performed in Seismic Unix, using a second-order
acoustic finite difference algorithm (Appendix D). The finite difference algorithm can be used to
calculate synthetic seismograms for complex geological models that are not readily addressed
through analytical solution. Finite difference modeling is a time-marching procedure, which
solves the elastic equi ons recursively to compute motion in an elastic medium (Kelly et al.,
1976). The finite difference method gives reliable arrival times of seismic events and amplitudes
that vary with the elastic impedance contrasts. With respect to this analysis the most important
issue with Finite Difference modeling is inaccuracy in the solution due to accumulation of the
numerical errors generally known as grid dispersion. In order to minimize grid dispersion, the

grid spacing parameter is defined as less than 10% of the shortest wavelength used.
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The models used for the analysis have velocities of 4500 m/s for background and 6500 m/s for
the target and constant densities equal to 2700 kg/m? resulting in a reflection coefficient equal
to 0.1 between the background and scatterer. The receiver spacing is 4 m which is reasonable
spacing for field experiments. The dominant source frequency for all generated data is 50 Hz.
The scatterers were m leled as square-shaped geological blocks for most examples. A shot was

placed in the middle of the array for most cases.

4.2.1. Processing of the Data

Prior to analysis the synthetic data were processed via Landmark’s ProMAX software package

and Seismic Unix. The operations employed were trace muting and band-pass filtering.

4.2.1.1 Trace Muting

Trace mutes were it )llemented throughout the processing sequence. A mute removes
unwanted data (direct waves) from the seismogram so they don’t interfere with the beam-
forming. The direct wave which arrives first at the receiver array has higher amplitude than the

diffractions, so the direct wave is noise with respect to beam-forming on diffractions.

4.2.1.2 Band-pass Filtering

The main reason for applying band-pass filtering in this study is because of residual effects of
the mute on the data. Figure 41 demonstrates the abrupt difference between the muted part
and the rest of the data, but after applying the band-pass filter this problem is solved. The type
of the filter employed in this study is the Ormsby band-pass filter. The results before and after
processing are demaonstrated in Figure 41. Since we have used Seismic Unix (sufdmod2) for
producing synthetic data, the wavelet is not pure zero-phase. Note that the wavelet was
altered by the filter. While our goal is to detect the deposit horizontally on surface profiles, it

doesn’t have any effect on the method.
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4.2.3 Synthetic Data Generation and MATLAB Code for Vertical Seismic
Profiling DATA

Synthetic data generation for the VSP examples is the same as surface profiling; the only
differences are the shot location which is close to the borehole (zero-offset VSP), and the
locations of receivers in the vertical direction. The MATLAB code is the same, the only
difference being search direction. For surface profiling, the code searches for hyperbola from
top to the bottom, but for VSP, the search is from left to right. It is handled by transposing the

input matrix.



4.3  Evaluation of the Beam-formers Response for Surface Profiling

4.3.1.Studied Parameters

In this section, the beam-forming response for the uniform linear array is evaluated. The chosen
velocities for all synthetic models are 4500 m/s for background and 6500 m/s for the deposits.

The following is a list of possible beam-forming scenarios:

e 4.3.2: Determine the response of the beam-former in a situation where the source and
the target are in the centre of the array, and where the targets are less and more than
500 m depth.

e 4.3.3 : Evaluate the response of the beam-former in a situation where the target is
offset from the source that is at the centre of array. The main reason for this evaluation
is that in the field we don’t have prior information about the position of the target it
could be anywhere in respect to the source.

e 4.3.4: Evaluate the response of the beam-former where the source is at the centre and
the shapes and sizes of the targets are variable. We examined different sizes in terms of
Fresnel zone (smaller and bigger than Fresnel radius) to determine detection abilities of
the beam-former.

e 4.3.5: Determi the vertical and horizontal abilities of the beam-former to distinguish
between two adjacent targets, in a case there are multiple targets.

e 4.3.6 : Discover the results of using imperfect arrays to make our models similar to real
situation where we cannot record in every single position (there could be trees and
other obstructions in the line).

e 4.3.7: Investigate the response of the beam-former in different noise environments.

e 4.3.8: Study the beam-former results in data that have static shifts.

e 4.3.11: Explore the beam-former on the combination of cases in 4.3.9 and 4.3.10.
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In all of the analysis:

e All of the array elements are equally weighted; therefore, the highest amplitude will
always contribute the most power to the beam.
¢ The % down point of the main-beam for some models is also calculated as a measure

of beam width for comparing the beam-former results.

4.3.2.Test 1: Source and target at the centre of the array

are in the centre of the array the following models are examined:

e The square scatterer (50 by 50 m) at the depth of 250 m

e The square scatterer (50 by 50 m) at the depth of 1000 m
The size of the targets is 32% of the Fresnel zone. In order to present a better visualization of

the beam-former, one-dimensional beams on the top and bottom of the detected target are

revealed. According to the results, main-beams can be distinguished from side-lobes.
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The % down point of t : main-beam for the beam from the top is 168 m and from the bottom

is 180 m. After comparing the results from two targets at different depth in test 1, it can be
concluded that when the target is deeper the spatial resolution is lower. This is consistent with
the increased size of the Fresnel zone at this depth. In addition, the comparison of the beam-
width (168 m) and actual size of the target shows the beam doesn’t resolve the true size of the

target and only detects it.

4.3.3.Test 2: Target offset from the source which is at the centre of
the array

After testing the beam-forming on the situation source and the target at the centre of the
array, it is time to examine beam-forming on a target that is offset from the source. The main
reason for this evaluation is that in the field we usually don’t have prior information about the
position of the target could be everywhere in respect to the source. Figure 45 shows the
tested model and its results. As can be seen, the beam-former effectively detects the target in

this situation.
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The % down point of the main-beam for the beam from the top is 140 m and from the bottom

is 148 m. The width of the beam is still higher than actual size of the target, so we could not

characterize the target.

4.3.4.Source is at the centre of, the shapes and sizes of the target
are variable.

In all of the examples that have been presented up to this point, the targets were fairly small in
size in comparison with the Fresnel zone. Attention can now turn to examining the results of

the beam-former in the case of larger targets.
In this section, various targets with differing sizes will be examined:

e Test 3: Rectangular target (400 x 50 m (depth= 400 m)) which simulates a lens shaped
body.

o Test 4: Square target (200 x 200 m (depth=400 m)) which is simulates a large
equidimension; geologic body.

e Test 5: Atriangle target to compare with rectangular scatterer.

e Test 6: Lens shape scatterer with 40 degrees slope for examining the beam-response on

a dipping target.
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The % down point of the main-beam for the beam from the top is 264 m which follows the

same trend as shown in Figure 38. Based on the experiment in 3.5.2.1, the larger the target the

wider the beam-width is.

4.3.4.2. Test4: Square Scatterer (200 by 200 m)

In this example, the ta et is 200 by 200 m and the depth is 400 m. It has larger dimensions. It is
120% of the Fresnel zone and 800% of temporal resolution. According to the shot gather, the
recorded amplitudes from the top of the target are higher because the object is closer to the
receivers, and it is expected to receive lower amplitude from the bottom of the data, which is
deeper, at the depth of 600 m. Therefore, we can expect to get higher power in the beam-

forming image from the top of the detected target, compared to the bottom of the target.

Flgore 4% potbpe oxample the target ccpr o wor s 200 by 200
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4.3.4.3. Test 5: Triangle Model

Another model, displayed in Figure 52, was investigated where the source and the scatterer
were coincident in the middle of the array, and the shape of the target is an equilateral triangle.
Its height is 50 m which which is almost twice the quarter wave-length. The target is at a depth
of 250 m. It is almost the same as the first model in test 1. The goal is examining the difference

between these two models and target geometries.

m

Feoote 52 Trargie mode 1 the et 25400 0
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As can be seen in the result, the target is detected by the beam-former, but the angle of the
target is not clear in the result because the technique is not designed to recover the angle.
What is clear here is that the dip results in an uneven distribution of amplitudes and a high

down-dip side-lobe.

Up to here, different models with different shapes, dip and dimensions are examined. Another
case that can be encountered in the real world is if we have more than one target in the model.
How close can we detect two targets vertically and horizontally? In the next sections, models

including two targets with different distances will be tested.
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4.3.5.Horizontal & Vertical Detection Abilities of Beam-former

4.3.5.1. Test 7: 600 m Horizontal Distance

tn the following examples, the ability to detect separate targets of the beam-former will be

examined.

Tpore Sroan thas v e Two s patdteD Talpet by e Tt st b o p b g

The Fresnel zone for this experiment (target at the depth of 600) is approximately 155 m.
According to the spat resolution criterion, the two objects that are 600 m apart should be
detected by the beam-former. However it is important to illustrate the beam-former
performance for the case in which overlapping diffractions result in constructive interference
and amplitudes are higher than the diffraction response (Figure 59). It might be expected that
the beam-former would detect this part as a third target in the middle of the other scatterers,

but if you look at Figure 60, the two targets are detected well.
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In the next section, we study the beam-forming results in the case of two scatterers at different

depths.
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4.3.5.4. Test10: 50 m Vertical Distance

In this model, targets are 50 by 50 m. The background velocity is 4500 (m/s) and the targets’
velocity is 6500 (m/s). Two targets have 50 m depth difference which is more than the

theoretical temporal resolution (which is 22.5 m).

m .} 50m
a
Foare 70 b vmode frvec rargais bave 50 copth difforonc
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4.3.5.5. Test 11: 30 m Vertical Distance

The only difference between this example and the last one is the distance difference between

targets, which is 30 m. |

m =}30m

Fielre 5 It opede the copth difernr © <30 ab (b s oo th A s
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4.3.6.Gap Along the Array Line

The next set of examples is designed to test the beam-former in the following situations:

e When there are dead geophones along the array and when we have restrictions on
placing geophones in a part of the array, because of geographical obstructions such as
trees or marshes.

e When there are variations in elevation on the array lines

v v 7 . v 9V A A | v \ A 2B 2 | h 4
Fg.ro 70 thetattoon ~cmg ir itetion s elorg wray aers st v b ok thiargles e
‘ FeCevers

The target used in this section to evaluate our technique is the square target (50 by 50 m), at

the depth of 250 m. Array length is 1196 m and the array response is in the near-field.

Figwie 77 thae dare o few ateasin wh el rocata s e 3nd
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4.3.7. Affects of Noise on Beam Performance

A popular and sensible approach to experimental design in most literature is to add Gaussian

noise to the data. Addi ! Gaussian noise has some deficiencies:

e Gaussian noise is broad band in comparison with the signal.

e This noise is uncorrelated trace to trace while in seismic data noise is generally
correlated.

e Measurement of the signal to noise ratio as defined in this study doesn’t account for

coherence of the signal.

Consistent with other examples in the literature (Jeng et al., 2009), noise has been added to the
synthetic data in our experiments. In this section, after describing the method used to add
Gaussian Noise to the data and defining the signal-to-noise ratio, the response of the beam-
former to different noise environments is explored. The same data as Figure 42(a) was used for
the determination of beam-former results to the different signal-to-noise ratios. In this noise
analysis, the incoherent noise adds to mask the coherent signal, and the go: is to examine how

well the beam-former can identify coherent signal imbedded with random noise.

4.3.7.1. Description of MATLAB Code

For adding the white Gaussian noise, the ‘awgn’ command from the Communication Tooltbox in
MATLAB was used. y = awgn (x,snr) adds white Gaussian noise to the vector signal x. The scalar
SNR specifies the signal-to-noise ratio per sample, in dB. For instance, this command is used
below to add white Gaussian noise to a saw-tooth signal. Both signal and noise are plotted in

the Figure 80 and Figure 81.
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According to the noise analysis, by adding noise:

e The fluctuations on the beam increased.
e Picking the maximum of the peak is going to be more difficult in noisier data.

e Smearingin the data especially in the deeper area could be seen.

4.3.8. Shifts Along Hyperbola

In land-data, the near-surface part of the earth could harshly degrade the quality of seismic
data. Because of lateral velocity variations within the near-surface, the data is distorted close to
the source and receivers (Hindriks, 2007). Time shifts and amplitude changes are observed if
these variations are strong. Therefore, a need to remove these effects exists. Commonly used
strategies, such as sta : correction, help to remove these effects by applying time shifts and
amplitude corrections. In real data, the hyperbola would not be as smooth as the synthetic
data. To study the accuracy of our method in this situation, both systematic and random shifts

through the hyperbola were made.
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As we discussed earlier, by applying the beam-former on the surface profiling, we could locate
the target horizontally. For detecting the target vertically, applying the beam-former on VSP

data would help. Theri re, combination of these solves the localization issues.

4.5 Field Data Example

The experiments using synthetic data provide a characterization of the beam-former
performance under va )us conditions. The real test of the beam-former is on real seismic data.
If this technique works for real field data, it provides validation as a useful tool. In most
techniques there is often a disparity between the synthetic models and real field data. One of
the most important reasons for the real data test is the existence of both coherent and
incoherent events and noise in this data. The method is applied on both shot-gather data and

stacked section.

4.5.1 Velocity Analysis

Before applying the method on the real data, it is required to mention one issue. Velocity
information is required for the beam-former. There are two options for defining and importing

the velocity profile to the beam-former:

e Using other toc such as Semblance Velocity or Constant Velocity Analysis for defining
the velocity profile

Or

e Running the beam-former for a range of constant velocities

In this thesis, we choose the second option because other methods like Semblance Velocity
Analysis are based on the specular reflection while our goal is scatterer detections. A range of
velocities is chosen based on the media we are performing the beam-former. This process can
be considered as a velocity analysis tool. After iterating over a range of velocity values for each

subsurface point, we retain the velocity that produced the highest beam power.
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4.5.2 Test 28: Shot Gather from VSP Data

The data used in this section is a VSP survey from Voisey’s Bay. The receiver spacing is 2 m and
time sampling is 2 ms. The VSP is shown in Figure 100. By looking at the data, even though the

signal-to-noise ratio is low, it is expected to detect the targets in 2 areas.

L1
I 100:\ .. Shof her
Because the beam-former requires velocity information, in order to detect the targets fine
velocity searches from 1000 m/s to 4500 m/s (with 100 m/s intervals) are applied. We can
choose the velocity for specific target based on the velocity at which the beam-forming
produces highest power. In Figure 101, the results of beam-former for velocities of 2000, 3100,

3400 and 4400 m/s are shown.
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While in the 4000 m/s model the diffraction is completely distinguishable and shown up as a
single high power event. Therefore, we could say the 4000 m/s could be a velocity for beam-
former to detect the target better. Keep in mind the velocity is not the value we are looking for.
We just want to detect the target. In following Figures, all results scaled the same and the color

bar is provided as well.
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Based on the results shown in Figure 103, we meet our expectations for detecting the known

taget by our method in noisy data. There are also other high power potential targets which
have high power and they could be true or false target. The main goal in this test is testing our

method on real data when the signal to noise ratio is fairly low.

Out of curiosity, to see how sensitive the beamformer is for detecting the target and to
examine whether we can trust this method in a blind experiment, the code was run for a fine
velocity range. 3700, 3900, 4100 and 4300 m/s are the chosen velocities. The results show that
in all five beam-former sections the high power event appeared in a hypothetical square area

limited to 200 and 300 ms in vertical direction and 200 and 300 m in lateral direction.
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Chapter 5

Conclusion and Recommendation

5.1. Conclusion

This document describes the potential of using beam-forming to locate mineral deposits cost

effectively. The use of beam-forming for locating the scatterers could significantly reduce

exploration costs.

This method has follov 1g strengths and weaknesses:

Beam-former works decently to detect various targets at different

» Depths

» Offset from the source

» Noise levels and recording situations.
In contrast wi  Moffat’s algorithm (Moffat, 2002) which was unable to pick two
scatterers in its vicinity when the source was at a point directly between them, our code
works really well in all situations independent of the source position.

Another advantage of this code in comparison with Moffat’s method is that it locates

scatterers without any primary information about the scatterers location.
Testing the technique on real field data is demonstrates its effectiveness on real data
that include coherent noise.
Velocity resolution is one of the weaknesses that the presented beam-former has.
The lack of depth detection is another prominent weakness of this method when the

target is unknown and we are applying the method on shot-gather data.
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5.2. Recommendation for Future Research

The main recommendation is to expand the MATLAB code for 3-D data. In this case, the search
would be placed on a 3-D cubic data to find the three-dimensional object which causes
scattering. In order to accomplish this, an understanding of the 3-D plane wave and spherical
wave is required.

In this study the target is mostly defined singly as a region with a velocity of 6500 m/s and the
background velocity of 4500 m/s. Including the velocity contrast between the target and the
background as an addi nal parameter could be an area for future work.

This method has a potential to be used in the field. To do this we could rewrite the code in
Fortran which could be faster than MATLAB for handling much bigger volume of data. It helps
us to detect anomalies during the acquisition process; therefore, after detection, there exists
the possibility to change the acquisition design, i.e. attempting to record more data in the
specific location, or change the receiver spacing or even record 3-D in that position. As a result,

we don’t need to 3-D survey the entire area and the project could be less expensive.
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Al: The following code was used to generate Figure 4.

ArraylD.m

Clear 211
num=>5;
gspace
fnum=6:

period=1/gspace;
kn=1/ (2*gspace) ;

ksamp=period/fnum;
i,1,1,1,1,1,1,1,1,17;
.l:l:num;

figure (1)

plot (t,C, 'v')
holdon

Y fft (C, £num) ;

Pyy = Y.* conj(Y)/ fnum ;
Pyymax=max (Pyy) ;
NormPyy=Pyy ./Pyymax;

(0:ksamp:2*kn) ;

figure (2)

plot (f(1: (fnum/2) +1),NormPyy(1l: (fnum/2)+1),

holdcn
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A2: The following code was used to generate the diagram in Figure 5 to Figure 20.

Array2D.m

--Shervin Azad 2009--

fnum=128

¢ .nput (
N=input (
period=1/G;
kn=1/(2*G);

period/fnum;

F=

v
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max (Pyy) ;
pmax= max (Pyymax) ;

Pyymax

Pyy/ pmax;

figure (2)

NormPyy

meshgrid (0:F:N*F-F/2,0:F:N*F-F/2) ;

plot3 (f,h,NormPyy) ;
surf (£, h, NormPyy) ;

gri(

[f,h]

max (max (£)) ;

d=

fft2(C);

= fftshift(y); _
Pzz = Z.* conj(2)/ fnum ;

y =
Z

max (Pzz) ;

Pzzmax
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0,2

max (max (f)) ;
figure (3)

s=

meshgrid(-s/2:F:s/2,-8/2:F:s8/2);

[x,y]=
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tl=t0+1;
to0t = tO*sr;
tlt=(tl) *sr;

k=1
§=1:300
b=0;

xoff=-a;
xoff= xoff+1;

t0=t0+1;
tl=t0+1;
t0t = tO*sr;
tlt=(tl) *sr;
col=300;

1l:col
teta=0
Dt(i)= tO0+(tot +
0.20* (xoff*xoff*cos (teta) *cos (tet=)) /(2*thawrel* ( (thevel*tOt) /2)) /sr)

Dbt (1i)= tl+(tlt +
0.20* (xoff*xoff*cos (teta) *cos (tet=2)) /{2 +thaval* ((thevel*tlt)/2)) /sr)

xoff=xo0ff+1;
DT (i) =
DTb(i. round(Dbt(i));
h=DTb (i) -DT (i) ;

round (Dt (i) ) ;

>0
g=1:h
IT(i)+{(g-1)>300
DT(i)=300 -(g-1);
x(1)=(A(DT(i)+(g-1),1));
b= b+x (1) ;

S{i)=b;

total (j)=Db;
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G=abs (B) ;
figure (1)
pcolor (G)
shading
hold
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Start FD modeling

\
suresamp < Ctestl.sSu nt=ouu dt=0.001 | sushw key=tracr a=1 b=1 >
test.resamp
anxmnyvie < Wavefile.su n2=300 title: loop=1 clip=0.05

0
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