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ABSTRACT 

In oil and gas pipeline operations, the gas, oil, and water phases simultaneously move 

through pipe systems. The mixture cools as it flows through subsea pipelines, and forms a 

hydrate formation region, where the hydrate crystals start to grow and may eventually block 

the pipeline. The potential of pipe blockage due to hydrate formation is one of the most 

significant flow-assurance problems in deep-water subsea operations. Due to the catastrophic 

safety and economic implications of hydrate blockage, it is important to accurately predict 

the simultaneous flow of gas, water, and hydrate particles in flowlines. Currently, there are 

few or no studies that account for the simultaneous effects of hydrate growth and heat 

transfer on flow characteristics within pipelines. 

This thesis presents new and more accurate predictive models of multiphase flows in 

undersea pipelines to describe the simultaneous flow of gas, water, and hydrate particles 

through a pipeline. A growth rate model for the hydrate phase is presented and then used in 

the development of a new three-phase model. The conservation equations of mass, 

momentum, and energy are formulated to describe the physical phenomena of momentum 

and heat transfer between the fluid and the wall. The governing equations are solved based on 

an analytical-numerical approach using a Newton-Raphson method for the nonlinear 

equations. An algorithm was developed in Matlab software to solve the equations from the 

inlet to the outlet of the pipeline. The developed models are validated against a single-phase 

model with mixture properties, and the results of comparative studies show close agreement. 

The new model predicts the volume fraction and velocity of each phase, as well as the 

mixture pressure and temperature profiles along the length of the pipeline. The results from 

the hydrate growth model reveal the growth rate and location where the initial hydrates start 

to form. Finally, to assess the impact of certain parameters on the flow characteristics, 

parametric studies have been conducted. The results show the effect of a variation in the pipe 
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diameter, mass flow rate, inlet pressure, and inlet temperature on the flow characteristics and 

hydrate growth rates. 
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NOMENCLATURE 

𝐴 Pipe cross-sectional area [m2] 

𝐴𝑠 Interfacial area between water and gas [m2] 

𝐶𝑃 Heat capacity [J/K] 

𝐷 Pipe diameter [m] 

𝐷ℎ Average diameter of the particles [m] 

𝑒 Pipe wall roughness height  [m] 

𝑓 Friction factor [-] 

𝑓𝑔ℎ Drag force coefficient [-] 

𝑓𝑔𝑙  Interfacial friction factor between gas and liquid [-] 

𝐹 Force [N] 

𝐹𝑔𝑙 Friction force between gas and liquid [N] 

𝐹𝑟𝑙 Froude number for liquid phase [-] 

𝑔 Gravitational acceleration [m/s2] 

ℎ Heat transfer convection coefficient [W/(m2.K)] 

ℎ𝑖  Inner fluid convection heat transfer coefficient [W/(m2.K)] 

ℎ𝑙  Liquid height from the interface [m] 
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𝐻 Specific enthalpy [J/kg] 

𝑘 Pipe conductivity [W/(m.K)] 
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𝑘1 Intrinsic rate constant [-] 

𝑘2 Intrinsic rate constant [K] 

𝑘𝑓 Thermal conductivity of inner fluid [W/(m.K)] 

𝑘ℎ Thermal conductivity of hydrate particles [W/(m.K)] 

𝑙 Pipe length [m] 

�̇�𝑔 Gas phase mass flow rate [kg/s] 

�̇�𝑙 liquid phase mass flow rate [kg/s] 

�̇�ℎ hydrate phase mass flow rate [kg/s] 

𝑛𝐻 Hydration number [-] 

𝑝𝑔𝑙 Gas/liquid interface [m] 

𝑝𝑔𝑤 Wetted perimeter by gas phase [m] 

𝑝𝑙𝑤 Wetted perimeter by liquid phase [m] 

𝑃 Pressure [Pa] 

𝑃𝑟𝑓 Mixture Prandtl number [-] 

�̇� Heat transfer per unit volume [W/m3] 

𝑟𝑖 Pipe inner radius [m] 

𝑟𝑜 Pipe outer radius [m] 

𝑅𝑔ℎ Hydrate particle drag force per unit volume [N/m3] 

𝑅𝑒𝑓 Inner fluid Reynolds number [-] 

𝑅𝑒𝑔ℎ Hydrate particle Reynolds number [-] 
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𝑅𝑒ℎ Reynolds number of hydrate particles [-] 

𝑅𝑒𝑠𝑙 Reynolds number based on the superficial velocity [-] 

𝑆 Surface tension [N/m] 

𝑡 Time [s] 

𝑇 Average fluid temperature [K] 

𝑇𝑒𝑞 Hydrate equilibrium temperature [K] 

𝑇𝑖 Average inner fluid temperature [K] 

𝑇𝑜 Surrounding temperature [K] 

𝑈 Overall heat transfer coefficient [-] 

𝑣 Velocity [m/s] 

𝑣𝑔 Gas velocity [m/s] 

𝑣ℎ Hydrate velocity [m/s] 

𝑣𝑙 Liquid velocity [m/s] 

𝑥 Distance from pipe inlet [m] 

𝛼 Volume fraction [-] 

𝛼𝑔 Gas phase volume fraction [-] 

𝛼ℎ Hydrate volume fraction [-] 

𝛼𝑙  Liquid volume fraction [-] 

𝛽 Wetted angle by the gas phase [radians] 

𝛤 Mass transfer rate [kg/s] 
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∆𝑃𝑓 Frictional pressure drop [Pa] 

∆𝑃𝑚 Momentum pressure drop [Pa] 

∆𝑃𝑠 Static pressure drop [Pa] 
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𝜇𝑔 Dynamic viscosity of gas phase [m2/s] 

𝜌 Density [kg/m3] 

𝜌𝑐  Density of the continuous phase [kg/m3] 
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𝜌ℎ Density of the hydrate phase [kg/m3] 
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1. INTRODUCTION 

Natural gas is one of the most widely used resources with several applications, 

including for power generation and transportation systems. In the oil and gas industry, it is 

crucial to ensure safe and cost-effective ways for offshore oil and gas production. Subsea 

pipelines are commonly used for transporting large quantities of oil and gas. Failure of these 

transportation systems can have catastrophic consequences both economically and 

environmentally. 

In flow assurance, it is important to ensure that multiphase mixtures of gas, water and 

oil are safely transported from reservoir to storage facilities. Flow assurance is becoming 

increasingly important as hydrocarbons now come from remote reservoirs and deepwater 

fields, bringing the need to design long pipelines to transport fluids under extreme conditions. 

Subsea pipelines normally operate in deep water, where the harsh conditions and terrain 

features may cause unstable operating conditions (Danielson, 2012). 

1.1 Multiphase systems 

There are a large number of flows in nature that involve a mixture of different phases. 

The main phases in multiphase flow systems in this thesis are gas, liquid, and solid. The 

concept of phase in multiphase systems arises in a broader sense. Multiphase flow occurs in 

many industries, one of which is the petroleum industry. In the oil and gas industry, there is a 

growing need to better understand the individual phases of gas, water, and oil, as fields 

become more economically marginal. This thesis, therefore, focuses on multiphase flow in 

pipelines to address these problems. 

Multiphase flow is found in many other applications such as food, pharmaceutical, 

nuclear energy for electrical power generation, transportation of solids, development of 

petrochemicals, and many other industries. Therefore, advances in better understanding of 

multiphase flows could lead to improvements in several industry sectors, including high 
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power electronics, combustion, power systems, and transportation of petroleum products 

(Hanratty, 2003). 

Multiphase flow occurs in most oil and gas wells, as well as in pipelines transporting 

the produced mixtures. Understanding multiphase flows is much more complex than single-

phase flows, as the phases in a multiphase system are distributed non-uniformly. Due to the 

differences in densities, the phases tend to separate and create different flow patterns or flow 

regimes. There is a classification of the different physical distributions of the phases in a 

pipe. As a result of the difference in densities and viscosities, shear stresses at the pipe wall 

are different for each phase. Also, macroscopic properties of the flow can be affected 

significantly by small-scale phase interactions. Due to the change in pressure and 

temperature, as well as complex heat and mass transfer between the phases and wall, 

predicting the flow characteristics in oil and gas systems is complicated. All of these 

characteristics are governed by the conservation equations of mass, momentum, and energy. 

Due to the complexity of phase interactions, the large size of pipelines, and harsh 

subsea environments, multiphase flow predictions require complex models. Offshore 

developments in deep water in harsh arctic climates have brought unique challenges in the 

production of oil and gas. Due to the harsh environments, the capital costs in these regions 

are high. A high level of accuracy is required for the design of the production systems. The 

high pressures and low temperatures in the system can cause serious flow-assurance 

problems such as erosion, corrosion, and blockage in the pipe. A blockage in the system may 

be due to total or partial plugging from deposition of paraffin and the formation of hydrates. 

To prevent or reduce such flow assurance problems, several chemical solutions have been 

developed. Depending on the flow regime of the fluid, these chemicals may have limited 

effectiveness when injected into the mixture. In the past few decades, researchers have tried 

to improve the available models to better predict the behavior of multiphase flow in different 
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flow patterns. Unlike empirical correlations, which are only useful for some specific ranges 

of input variables, mechanistic models can be used for a wide range of input variables. In 

addition, they are more accurate, but more complicated, and more difficult to understand. In 

an empirical method, the flow rates, liquid holdup and pressure drop are measured, and the 

flow pattern is observed through the system. In the development of empirical correlations, the 

experiments are usually conducted at steady-state conditions using different diameters, pipe 

inclinations, and fluids. Then the data are used to develop empirical correlations to predict 

the flow patterns, liquid holdup, friction factor, and pressure gradient. In the development of 

a numerical model, computer software programs are also developed for the modelling and 

solution. 

In order to have successful operation of production systems, engineers require the 

ability to predict flow behavior for a variety of flow rates in the system. The flow rate in the 

system changes frequently due to the addition of flows from new wells and fields into a 

pipeline, or due to the changes resulted from flow assurance problems and maintenance 

issues. In order to successfully predict these behaviors, often a commercial multiphase-flow 

simulator like OLGA is used. OLGA solves the conservation equations and is able to predict 

the flow patterns and transient behaviour of systems. 

Prediction of the pressure drop in multiphase flows is more complicated than in 

single-phase flows. In single-phase flows, higher fluid flow rates lead to a higher pressure 

drop along the pipeline. For higher flow rates in multiphase flows, the pressure drop due to 

friction plays a key role in the pressure equation. It is different for lower flow rates, where the 

gravitational pressure drop is the dominant term among all the pressure drops (Fig. 1). 

Therefore, multiphase flows generally do not behave like single-phase flows and a higher 

pressure loss often occurs at lower flowrates as well. In fact, at lower flowrates, liquid 

accumulates and gradually builds up in the lowest points, then liquid flows up in the pipeline. 
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When there is not enough gas to blow out accumulated liquid, the pressure is increased in the 

gas pocket, which is located near upstream facilities. 

 

Figure 1. Schematic relationship between pressure drop and flow rate in multiphase flow systems 

(Bendiksen, 2012) 

In offshore oil and gas systems, multiphase flow can exist in both the wellbore and 

pipeline. The flow in subsea pipelines normally consists of a mixture of three phases 

including gas, water, and oil. In some cases, a solid phase could also be present due to the 

reaction of existing phases under the flow conditions. The solid phase may be hydrates 

(Nicholas et al., 2009), waxes (Singh et al., 2000), or asphaltenes (Kurup et al., 2011), which 

can sometimes restrict the flow in the system. Therefore, it is important to ensure that the 

designed pipeline can meet the requirements for the anticipated flow in the system. In order 

to design a subsea pipeline, the multiphase flow characteristics and behaviour within the 

pipeline are needed. This could include the phase behaviour, velocity, pressure drop, and 

temperature of the mixture fluid.  

The multiphase flow pattern normally depends on the relative magnitudes of the 

forces on each phase, such as buoyancy, inertia, and surface-tension forces. These forces are 
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dependent on the phase flow rates, pipe diameter, inclination angle, and properties of the 

phases. With the use of a flow regime map, one can see the flow pattern transition across 

boundaries. Many studies have identified the appropriate coordinates to effectively show the 

different flow patterns. The most commonly used flow regime maps are those that are 

presented based on the gas and liquid superficial velocities, suggested by Taitel et al. (1976). 

Bratland (2010) presented a graph, showing the possible flow regimes for two-phase flow in 

horizontal pipes (Fig. 2). As presented in Figure 2, low gas and liquid superficial velocities 

lead to stratified flow. 

 

Figure 2. Flow regimes for a two-phase steady-state flow in a horizontal pipe based on gas (X axis) 

and liquid (Y axis) superficial velocities (Bratland, 2010) 

For flow of gas and liquid in horizontal pipes, the flow pattern could have different 

types depending on the gas and liquid volumetric fractions (Bratland, 2010). Figures 2 and 3 

show different flow patterns identified for two-phase gas/liquid flow in horizontal pipes.  
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Figure 3. Different types of horizontal flows and flow regimes for gas/liquid flow in a horizontal pipe 

(Brennen, 2005) 

 Bubble flow: Gas bubbles move with the other phase along the top of the conduit. 

 Plug flow: Increasing the gas flow rate in the bubble flow can cause interactions 

between the small bubbles making them into elongated plugs, normally called plug 

flow. 

 Stratified flow: The coalescence of the gas plugs may lead to a continuous gas phase, 

flowing along the other phase. Low flow rates can lead to a smooth stratified flow, 

where the interface between the phases is almost a horizontal line. 

 Wavy flow: The increase in the gas flow rate could cause instability in the interface 

and change the flow regime to wavy flow, where the amplitude is higher compared to 

the smooth stratified flow. 
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 Slug flow: Further increases in the amplitude of the interface waves yield large waves 

in the pipe and change the flow pattern to slug flow. As shown in Fig. 3, small gas 

bubbles may enter into the liquid phase. 

 Annular flow: When the gas phase flow rate is high, the gas core, which includes 

some liquid droplets, flows through the liquid phase and moves towards the pipe wall. 

Due to gravity, the thickness of the liquid layer increases towards the bottom of the 

pipe. 

 Dispersed flow: where one phase starts to disperse in the other continuous phase. 

The separated-flow model is normally used for stratified flow, where the gas and 

liquid phases are assumed to flow separately with a connection through the interface between 

the phases. The cross-sectional area for each phase in this model is equal to the proportion of 

the pipe cross-sectional area occupied by the phase. 

Two-phase flow can also occur for solid/liquid mixtures, consisting of dispersed solid 

particles in a continuous liquid phase. Depending on the solid phase volume fraction, 

different flow patterns can exist. Figure 4 shows a range of different flow patterns for 

solid/liquid mixtures. As the solid particles increase, the flow pattern changes from a 

homogeneous distribution of dispersed solid particles in the liquid phase, to a heterogeneous 

distribution with larger particles, to a moving bed of particles, and ultimately to a stationary 

bed where blockage happens. 

To predict multiphase flow, different methods can be used based on the assumptions 

in their development. In the homogeneous model, it is assumed that the two phases are well 

mixed to create a single continuous phase, with average properties of the phases. The 

separated-flow approach assumes each phase flows separately in the pipe. A steady-state 

momentum equation is developed for gas and liquid phases, and the pressure drop can be 
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obtained from either of the two equations. In the transient approach, the conservation 

equations of mass, momentum and energy are solved simultaneously for each phase. 

 

Figure 4. Flow regimes for slurry flow (solid particles of sand dispersed in water) in a horizontal pipe 

(Brennen, 2005) 

1.2 Hydrate formation 

The gas/liquid mixture is typically separated on the platform for pumping and 

compression and then transported elsewhere. For deepwater operations, a longer subsea 

tieback (riser) is required, creating flow assurance challenges. One of the most challenging 

flow assurance problems in oil and gas operations is the presence of hydrate particles 

(Macintosh, 2000). Gas hydrates are ice-shaped, crystal lattice, solid particles formed by a 

chemical reaction of water and gases, capable of filling the small or large cavities in the 

molecular structure of water, forming a hydrogen bond. The solid hydrate may be formed at 

high pressures and low temperatures (even above the normal melting point of ice) due to 

weak Van der Waals forces and the hydrogen bonding properties of water. These 

thermodynamic conditions are often present in subsea pipelines if they are located in deep 

cold water. The mixture at the wellhead is initially at a high pressure and moderate 

temperature. As the fluid moves through the subsea system, it cools and creates suitable 

conditions for hydrate formation. In addition to pressure and temperature, other factors such 
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as gas composition, transport effects, and the type of hydrate crystals affect the rate of 

hydrate formation. (Mork et al., 2001). 

Hydrate particles may form and grow along the flow direction in a pipeline both near 

the wall and along the interface between water, gas or oil, gas. The hydrates may gradually 

become larger and restrict or block pipelines. The resulting partial or complete plug of a gas 

pipeline, if not quickly removed, may develop into high-pressure build-up inside the pipe and 

eventually collapse, causing serious operational problems and safety concerns. This can lead 

to an oil spill, contamination of ocean water and adverse impact on the habitat of living 

organisms along the seafloor. 

Therefore, it is necessary to accurately predict whether hydrates can block the 

pipeline system and determine if the rate of hydrate formation is high. This allows mitigation 

efforts, for example, to calculate the amount of inhibitor needed to remove the hydrate 

crystals. In order to better predict and prevent hydrate formation and consequent problems in 

pipelines, different preventative methods can be implemented. The most common methods 

currently used are thermal, chemical, and mechanical approaches (Kwon et al., 2001). In the 

thermal method, either the mixture is heated or the system is better insulated to prevent the 

heat losses from the hydrate formation region. The chemical approach is also widely used 

where chemicals like methanol are injected into the system to lower the water freezing point. 

This will shift the hydrate equilibrium conditions to higher pressures and/or lower 

temperatures, and consequently reduce the possibility of hydrate formation (Figure 5). It is 

worth noting that for deepwater developments, where the pressure is higher, a large amount 

of methanol needs to be injected (Creek et al., 2011). The use of some additives is another 

way to limit the hydrate growth (Mork et al., 2001). 
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Figure 5. Pressure, temperature, and hydrate equilibrium line for different concentrations of methanol 

(Sloan, 2011) 

Hydrate equilibrium conditions are the temperatures and pressures in which hydrate 

particles exist in equilibrium with the gas phase, water, and additive. As shown in Figure 5, 

such conditions are specified by the curves. Solid hydrates can only form at lower 

temperatures and higher pressures than the equilibrium conditions (grey area in Figure 5). At 

a larger distance from the equilibrium curves, there is a higher driving force for hydrate 

formation. 

All of the hydrate prevention methods mentioned above have limitations and require a 

detailed understanding of multiphase flow to predict the potential and location of hydrate 

formation in a pipeline (Kwon et al., 2001). It is, therefore, important to develop improved 

models that can predict the flow characteristics within pipelines, considering the possibility 

of hydrate formation within the mixture. 

There are three general methods to predict the detailed behavior of flows in a 

multiphase system, including analytical, numerical and experimental methods. 

Analytical/theoretical methods deal with the mathematical equations and models for the flow. 
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In numerical/computational methods, the complexity of the flow is modelled with the use of 

numerical software programs. The experimental approach acquires measurements of the 

processes in laboratory studies.   

Often laboratory-sized equipment is not able to provide full-scale data. Therefore, 

analytical and numerical methods are used for real multiphase flow systems, through which 

extrapolation to a full-scale is predicted. However, the complexity of the flow in a multiphase 

system is a major challenge in achieving an exact model that can fully describe the flow 

characteristics in the system. Accurate numerical models require detailed knowledge and 

high computer power and speed. The flow of the phases in the system is normally turbulent, 

which significantly increases the complexity of the model. Therefore, the most reasonable 

way to reduce the complexity of the realistic models is to simplify the problem using 

appropriate assumptions. 

1.3 Objectives and outline of thesis 

 The primary objective of this thesis is to develop a new volume averaged formulation 

of two-phase and three-phase flows of gas, oil/water, and hydrate particles in subsea pipeline 

flows. A new semi-analytical model is developed to include the effects of both heat transfer 

and hydrate growth through the pipeline. Results are presented and new physical insight into 

the processes is achieved.  

 Chapter 2 presents a review of past literature in the field. The new problem 

formulation is presented and modelled in chapter 3, after which solutions are described in 

chapter 4 and results in chapter 5. Conclusions and recommendations for future research are 

presented in chapter 6.   
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2. LITERATURE REVIEW 

2.1 Multiphase flow models 

There have been many past studies on single-phase flow in pipelines (Kwon, 1999; 

Wylie, 1974). However, only a limited number of studies on multiphase flows in pipelines 

with hydrates have been conducted. De Henau et al. (1995) developed a one-dimensional 

transient two-fluid model to predict transient slug flow in pipelines. Their model was 

validated by comparing the model predictions for gas (or liquid) fractions and pressure drops 

for steady-state and transient slug flow in pipes to available numerical and experimental data. 

Tek (1961) considered two immiscible liquids in a single-phase model with averaged mixture 

properties and presented a model to predict the pressure drop. Gregory and Forgarasi (1985) 

confirmed a significant difference between theoretical results using averaged mixture 

properties and experimental results. Liang-Biao Ouyang et al. (2001) developed a simplified 

model for transient gas–liquid flow in pipes with radial heat flow, and obtained and solved 

the hyperbolic equations using a finite-difference scheme. Abbaspour et al. (2010) developed 

a non-isothermal, transient, homogeneous two-phase flow gas pipeline model using a fully 

implicit finite difference technique. 

In three-phase flow, Acikgoz et al. (1992) derived a drill flux model for air/oil/water 

based on experiments to predict the volume fractions for three-phase flows. Using the 

momentum equation, Taitel et al. (1995) presented a model for three-phase stratified flow. 

Khor et al. (1997) improved this model by calculating the shear stresses, and presented a 

steady-state, three-fluid model. Using empirical correlations, each phase fraction was 

calculated while neglecting the mass transfer between phases. The aforementioned models 

are valid only for low velocities in pipelines. For a high gas velocity and high gas void 

fraction in a gas/liquid two-phase flow, Taitel and Dukler (1976) showed that a continuous 

liquid film surrounds a core of gas with liquid droplets, which can be categorized as a three-
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phase system of gas, liquid, and droplets. Saito et al. (1978) derived a steady-state three-fluid 

model and predicted the thermo-hydrodynamic behaviour of annular air/water flow. Tso and 

Sugawara (1990) used a three-fluid model, called a FIDAS-3DT code, to simulate the axial 

asymmetric distributions of a liquid film in a horizontal, annular two-phase flow. Kang et al. 

(1999) developed a non-isothermal three-phase flow model in fluidized beds. Bendiksen et al. 

(1991) used a dynamic two-phase fluid model, OLGA, and derived the steady-state pressure 

drop and liquid volume fraction. Bonizzi et al. (2003) presented a numerical approach for 

one-dimensional transient flow to simulate a stratified flow and a slug flow of 

liquid/liquid/gas. The two-fluid model consisted of gas and a simplified mixture of two liquid 

phases. They applied a drift–flux model to predict the motion of the liquid phases relative to 

each other. 

Another approach to calculate the pressure drop in multiphase flow is to modify the 

pressure gradient equation for a single-phase by assuming that the fluid is a homogeneous 

mixture of two phases (Brill and Mukherjee, 1999). There are different mixing rules available 

to calculate the homogeneous fluid properties. 

The total pressure drop consists of three different terms including the frictional 

pressure drop (∆𝑃𝑓), static pressure drop (∆𝑃𝑠), and momentum pressure drop (∆𝑃𝑚) (Thome, 

2006). The frictional pressure drop requires evaluation of a two-phase friction factor. The 

static pressure drop (elevation pressure drop) is dependent on the two-phase mixture density, 

as well as the inclination of the pipe. For a horizontal pipe, the elevation pressure drop is 

considered to be zero. The acceleration-related pressure drop is also negligible, as the 

homogeneous model assumption does not account for the difference in gas and liquid 

velocities. Since the predicted liquid volume fraction is smaller than its actual value, the 

homogeneous model assumption under-predicts the pressure drop (Brill and Mukherjee, 

1999). 
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To consider slip between the gas and liquid phases, past methods were developed 

based on empirical correlations by calculating the liquid volume fraction as a function of the 

multiphase flow pattern. Based on the homogeneous fluid model approach, Brill and 

Mukherjee (1999) arranged the available correlations into three different groups to predict the 

total pressure drop. In the first group, they considered the correlations that assume an equal 

velocity for the gas and liquid and do not account for different flow patterns. The properties 

of the mixture fluid are then calculated based on the input gas/liquid ratio. In the second 

group, the slip between the gas and liquid phases is considered, but the correlations do not 

consider the flow patterns. The methods in the second group include correlations for the 

prediction of the friction factor and liquid holdup. 

The methods classified in the third group consider both gas/liquid slip and flow 

patterns. In the proposed methods in this group, the kinematic pressure drop is dependent on 

the flow pattern. Therefore, the development of correlations for predicting liquid holdup and 

friction requires the determination of the flow pattern. 

Balasubramaniam et al. (2006) developed another approach for the homogeneous 

fluid model, which is based on the use of a two-phase correction factor multiplier. This 

approach estimates the single-phase frictional pressure drop for only the liquid phase, and 

multiplies the calculated value by a two-phase correction factor.  

Lockhart-Martinelli (1949) developed an empirical correlation for the separate flow 

model. The Lockhart-Martinelli correlation was suggested for horizontal flow of an air/liquid 

mixture at near-atmospheric pressure. In the development of their model, Lockhart-Martinelli 

assumed that pressure drops due to flow acceleration and elevation change are negligible, 

reducing the total pressure drop equation to only a frictional pressure drop. They derived a 

correlation to calculate the frictional pressure drop in separate two-phase flows. 
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The model proposed by Lockhart-Martinelli considers separate correlations for flow 

pattern, liquid volume fraction and friction factor. However, these characteristics are 

physically inter-related. To relate these parameters as a part of the model, Bendiksen et al. 

(1991) developed a transient two-phase flow model including the prior terms. 

In the transient two-phase approach, the conservation equations of mass, momentum 

and energy for each phase are solved simultaneously. The terms in the equations are based on 

experimental correlations and simplified constitutive relationships for the flow 

characteristics. Bendiksen et al. (1991) developed three mass transfer equations for the three 

phases (gas, liquid and droplets) and presented a transient two-phase flow model. The 

presented by Bendiksen et al. (1991) assumed a two-phase gas/liquid model, where the gas 

phase consisted of liquid droplets dispersed in the gas phase. 

The three phases in Bendiksen’s model (1991) are related through the interfacial mass 

transfer equation, a momentum equation for the combined gas and liquid droplets phases, a 

momentum equation for the liquid, and an energy equation for the entire system. In the 

development of this model, the fluid properties such as density, and viscosity, are calculated 

based on software programs for the fluid properties, such as Multiflash or PVTSim. The data 

obtained from these programs were used for a range of pressures and temperatures. For a 

specific pressure and temperature, one can refer to these tables and interpolate the required 

properties. 

In the further development of this model, Bendiksen et al. (1991) assumed four 

multiphase flow regimes, including stratified, annular, bubble, and slug flow patterns. The 

transition between the flow regimes is dependent on the gas velocity. They assumed a 

continuous average gas volume fraction and selected the flow regime with the lowest gas 

velocity. Due to the dependence of friction factors and wetted perimeters on the flow pattern, 

Bendiksen et al. (1991) used several semi-experimental correlations to determine the flow 
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parameters, such as the average wave height in stratified wavy flow, wall and interfacial 

friction factors, droplet deposition and entrainment rates, slip velocity between gas and liquid 

phases, slug bubble velocity, and gas fraction in liquid slugs. 

The transient two-phase flow model developed by Bendiksen et al. (1991) has 

evolved into a commercially available transient multiphase flow model, named OLGAR, 

which is able to incorporate more than two phases. OLGAR is based on three predefined 

phases - gas, oil and water - distributed into different mass fields. The mass fields include 

gas, oil and water as continuous phases, and dispersed droplets within the continuous phases. 

The oil and water droplets and the gas bubbles are dispersed in the other two continuous 

phases. 

Similar to the two-phase model presented by Bendiksen et al. (1991), the OLGA 

model considers separate mass conservation equations for each mass field, a combined 

momentum conservation equation for each layer (i.e., each continuous phase with its 

dispersed phases), one pressure equation, and one mixture energy conservation equation. The 

model uses a sequential splitting scheme to solve the conservation equations in subsequent 

steps for each time step. It starts with the simultaneous solution of the momentum and 

pressure equations to obtain pressure and velocities, and then solves the set of mass 

conservation equations to determine phase distributions, and finally the energy equation to 

solve for the mixture temperature. 

2.2 Hydrate formation and growth models 

The hydrate formation problem has been studied since 1934, when Hammerschmidt 

found hydrate particles plugging natural gas pipelines. Since the 1930’s, researchers have 

been trying to develop models to understand the performance of kinetic inhibitors. Kvamme 

(1996) proposed a hydrate formation model where initial hydrate formation occurs at the 

gas/liquid interface. Kvamme (2002) compared the hydrate growth rate at the two sides of the 
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interface and concluded that the hydrate growth rate at the gas side is two orders of 

magnitude higher than growth at the liquid side. Many studies have been conducted on the 

rate of hydrate formation after nucleation. The formation rate is normally expressed based on 

the gas consumption rate. Vysniauskas and Bishnoi (1983) developed a model to measure the 

rate of methane hydrate formation based on the gas consumption rate in a semi-batch reactor. 

They suggested that the formation rate depends on various factors, such as gas/liquid 

interfacial area, pressure, temperature, and subcooling temperature. They also concluded that 

hydrate formation mostly happens at the gas/liquid interface, where methane concentration is 

low in the liquid bulk. Later in 1985, they validated their results by conducting experiments 

with ethane. 

Xiao et al. (1998) used a transient multiphase flow simulator, OLGA, to simulate 

hydrate plug movements. Their results revealed that plug movements are affected by several 

factors such as pressure differential across a plug, plug size, plug location, and the presence 

of a liquid phase. Less focus has been placed on studying hydrate growth mechanisms. Sloan 

(1998) examined the hydrate growth mechanism by studying the mass transfer to the growing 

surface and growth at the hydrate surface. 

Recently, Turner (2005) developed a transient multiphase flow simulator in OLGA to 

predict the hydrate growth in oil-dominated systems. The work conducted by Nicholas et al. 

(2008) led to a model to predict the hydrate volume fraction using a wall growth and 

sloughing model. Joshi (2012) developed a model, CSMHyK-free water-OLGA®, for 

predicting hydrate formation in high water volume fractions. To predict hydrate equilibrium 

curves, Sloan (1998) suggested a model based on phase diagrams. The author modified van 

der Waals and Platteeuw’s model and developed a statistical thermodynamics model to 

determine the hydrate equilibrium curves. 
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To my knowledge, none of these studies have considered the impact of hydrates as a 

separate phase on the flow. Recently, Kwon et al. (2001) developed a transient four-fluid 

model to predict the transient flow characteristics of gas, condensate, water, and hydrate 

mixtures in a deep-sea, natural gas pipeline. This model assumes that hydrate particles are 

constant in size, which is not a realistic condition for an actual oil and gas subsea pipeline. 

Hydrate particles grow in the flow direction in a pipeline both near the wall (Nicholas, 2008; 

Rao et al., 2013), and at the interface of liquid and gas. Hydrate formation on pipe walls is 

normally relatively slow (Lachance et al., 2012), and thus will not be considered in this 

thesis. 

As a result of the gaps in these previous studies, there is a need for improved models 

that can more accurately predict multiphase flow characteristics, particularly for real 

conditions in undersea pipelines. Better two-phase models of gas/water and gas/hydrate are 

required. This objective is the focus of this thesis. 

Joshi (2012) conducted an experiment for a gas/water flow and examined how the 

multiphase flow characteristics may change when hydrates start to form. In a stratified flow, 

the hydrate formation can quickly change the flow pattern to slug flow. Danielson (2011) 

used fundamental multiphase flow concepts and developed a model to predict the slug flow. 

To improve the hydrodynamic slug flow model proposed by Danielson, Zerpa (2013) added a 

mass balance equation for the hydrate phase and evaluated the hydrates as the third phase. A 

transient hydrate kinetics model was developed to calculate the hydrate growth rate and mass 

transfer rate between the phases. Using a transient model instead of the steady-state 

assumption, Zerpa (2013) calculated the pressure drop and liquid holdup. Heat released from 

hydrate formation reaction was included in the fluid energy equation to update the 

temperature distribution. The model was compared against experimental results obtained 

from experiments in an industrial scale flow loop. 
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3. PROBLEM FORMULATION 

The prediction of multiphase flow can be achieved by solving the conservation 

equations of mass, momentum, and energy. The conservation equations describe the 

transport, diffusion and convection of problem variables. The approach to calculate the 

variables as well as the way to solve the equation discussed in this chapter. To derive the 

governing equations, several assumptions will be made. Two flow patterns, including 

stratified flow (see Figure 8) and annular flow are studied, where hydrate particles are 

assumed to be uniformly dispersed in the liquid phase. To study the variation of flow 

characteristics along the pipeline, only flow variation in the axial (𝑥) direction will be 

considered. Viscous dissipation and deposition of hydrate particles into the gas core are 

neglected. Effects of wall roughness, chemical impurities, and 3-D effects will be neglected.  

3.1 Continuity equation 

The basic continuity equation can be stated as follows: 

𝐴𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑒𝑑 𝑚𝑎𝑠𝑠 + 𝑛𝑒𝑡 𝑚𝑎𝑠𝑠 𝑓𝑙𝑜𝑤 𝑖𝑛𝑡𝑜 𝑡ℎ𝑒 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑣𝑜𝑙𝑢𝑚𝑒

= 𝑡ℎ𝑒 𝑟𝑎𝑡𝑒 𝑜𝑓 𝑚𝑎𝑠𝑠 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 𝑓𝑟𝑜𝑚 𝑜𝑡ℎ𝑒𝑟 𝑝ℎ𝑎𝑠𝑒𝑠 𝑡𝑜 𝑝ℎ𝑎𝑠𝑒 𝑁 

(1) 

𝐴𝑑𝑥
𝜕(𝛼𝑁𝜌𝑁)

𝜕𝑡
+ 𝐴𝑑𝑥

𝜕(𝛼𝑁𝜌𝑁𝑣𝑁)

𝜕𝑥
= ∑(�̇�𝑁𝑖 + �̇�𝑁𝑤)

𝑖

 (2) 

where 𝛼 is volume fraction, 𝜌 is density, 𝐴 is pipe cross-sectional area, 𝑣 is velocity, �̇�𝑁𝑖 is 

the rate of mass transfer from phase 𝑖 to phase 𝑁, and �̇�𝑁𝑊 is the mass transfer rate from the 

pipe wall to phase 𝑁. Subscript 𝑁 in Eq. (2) implies gas (𝑔), water (𝑤), and hydrate (ℎ). The 

pipe cross-sectional area in this thesis is assumed constant throughout the flow direction. 

Therefore, dividing the terms in Eq. (2) by 𝐴𝑑𝑥, the volume of the control volume (see Fig. 

6), results in: 

𝜕

𝜕𝑡
(𝛼𝑁𝜌

𝑁
) +

𝜕

𝜕𝑥
(𝛼𝑁𝜌

𝑁
𝑣𝑁) = ∑(𝛤𝑁𝑖 + 𝛤𝑁𝑤)

𝑖

 (3) 

where 𝛤𝑁𝑤 represents mass transfer rate per unit volume through the wall to phase 𝑁, and 𝛤𝑁𝑖 
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shows mass transfer rate per unit volume from other 𝑖 to phase 𝑁. In this study, no mass is 

assumed to be transferred through the pipe wall. Therefore: 

𝛤𝑁𝑤 = 0 (4) 

The continuity equation for an individual phase in the control volume is then 

expressed as follows (Bratland, 2010): 

𝜕

𝜕𝑡
(𝛼𝑁𝜌𝑁) +

𝜕

𝜕𝑥
(𝛼𝑁𝜌𝑁𝑣𝑁) = ∑𝛤𝑁𝑖

𝑖

 (5) 

Also, for the control volume, the sum of the volume fraction of the phases must be 

equal to one (Eq. 6). 

∑𝛼𝑁 = 1 (6) 

 

Figure 6. Control volume with three phases (gas, liquid, and solid) 

The total mass in the system must be conserved even though there may be phase 

changes or chemical reactions. In other words: 

∑𝛤𝑁
𝑁

= 0 (7) 

For a steady-state flow, the continuity equation can be reduced to: 

𝑑

𝑑𝑥
(𝛼𝑁𝜌𝑁𝑣𝑁) = ∑𝛤𝑁𝑖

𝑖

 (8) 

3.2 Momentum equation  

The momentum equation can be obtained from Newton’s second law of motion: 
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𝑀𝑎𝑠𝑠 × 𝑎𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 𝑠𝑢𝑚 𝑜𝑓 𝑎𝑙𝑙 𝑓𝑜𝑟𝑐𝑒𝑠 (9) 

𝛼𝑁𝜌𝑁(𝐴𝑑𝑥) ×
𝑑𝑣𝑁

𝑑𝑡
= ∑𝐹𝑁 (10) 

where ∑𝐹𝑁 represents the sum of all the forces acting on phase 𝑁 in the control volume. The 

second term in Eq. (10) shows the rate of change in the phase velocity can be defined as 

follows: 

𝑑𝑣𝑁 =
𝜕𝑣𝑁

𝜕𝑡
𝑑𝑡 +

𝜕𝑣𝑁

𝜕𝑥
𝑑𝑥 (11) 

Dividing all the terms in Eq. (11) by 𝑑𝑡 results in: 

𝑑𝑣𝑁

𝑑𝑡
=

𝜕𝑣𝑁

𝜕𝑡
+

𝜕𝑣𝑁

𝜕𝑥

𝑑𝑥

𝑑𝑡
 (12) 

where 𝑑𝑥/𝑑𝑡 represents the velocity of the phase. Therefore: 

𝑑𝑣𝑁

𝑑𝑡
=

𝜕𝑣𝑁

𝜕𝑡
+ 𝑣𝑁

𝜕𝑣𝑁

𝜕𝑥
 (13) 

Replacing 𝑑𝑣𝑁/𝑑𝑡 in the initial momentum equation, Eq. (10), results in: 

𝛼𝑁𝜌𝑁𝐴𝑑𝑥 × (
𝜕𝑣𝑁

𝜕𝑡
+ 𝑣𝑁

𝜕𝑣𝑁

𝜕𝑥
) = ∑𝐹𝑁 (14) 

or: 

𝐴𝑑𝑥 × (𝛼𝑁𝜌𝑁

𝜕𝑣𝑁

𝜕𝑡
+ 𝛼𝑁𝜌𝑁𝑣𝑁

𝜕𝑣𝑁

𝜕𝑥
) = ∑𝐹𝑁 (15) 

Using the product rule, one can define the two terms inside of the bracket as follows: 

𝜕([𝛼𝑁𝜌𝑁]. [𝑣𝑁])

𝜕𝑡
= 𝛼𝑁𝜌𝑁

𝜕𝑣𝑁

𝜕𝑡
+ 𝑣𝑁

𝜕(𝛼𝑁𝜌𝑁)

𝜕𝑡
 (16) 

and: 

𝜕([𝛼𝑁𝜌𝑁𝑣𝑁]. [𝑣𝑁])

𝜕𝑥
= 𝛼𝑁𝜌𝑁𝑣𝑁

𝜕𝑣𝑁

𝜕𝑥
+ 𝑣𝑁

𝜕(𝛼𝑁𝜌𝑁𝑣𝑁)

𝜕𝑥
 (17) 

From Eqs. (16) and (17), the two terms inside of the bracket can be defined as: 

𝛼𝑁𝜌𝑁

𝜕𝑣𝑁

𝜕𝑡
=

𝜕(𝛼𝑁𝜌𝑁𝑣𝑁)

𝜕𝑡
− 𝑣𝑁

𝜕(𝛼𝑁𝜌𝑁)

𝜕𝑡
 (18) 

 

𝛼𝑁𝜌𝑁𝑣𝑁

𝜕𝑣𝑁

𝜕𝑥
=

𝜕(𝛼𝑁𝜌𝑁𝑣𝑁
2)

𝜕𝑥
− 𝑣𝑁

𝜕(𝛼𝑁𝜌𝑁𝑣𝑁)

𝜕𝑥
 

(19) 
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The use of the above two definitions in Eq. (15) will change it to: 

𝐴𝑑𝑥 × (
𝜕(𝛼𝑁𝜌𝑁𝑣𝑁)

𝜕𝑡
− 𝑣𝑁

𝜕(𝛼𝑁𝜌𝑁)

𝜕𝑡
+

𝜕(𝛼𝑁𝜌𝑁𝑣𝑁
2)

𝜕𝑥
− 𝑣𝑁

𝜕(𝛼𝑁𝜌𝑁𝑣𝑁)

𝜕𝑥
) = ∑𝐹𝑁 (20) 

Dividing all the terms by 𝐴𝑑𝑥 changes Eq. (19) to: 

𝜕(𝛼𝑁𝜌𝑁𝑣𝑁)

𝜕𝑡
− 𝑣𝑁

𝜕(𝛼𝑁𝜌𝑁)

𝜕𝑡
+

𝜕(𝛼𝑁𝜌𝑁𝑣𝑁
2)

𝜕𝑥
− 𝑣𝑁

𝜕(𝛼𝑁𝜌𝑁𝑣𝑁)

𝜕𝑥
= ∑𝑅𝑁 (21) 

or:  

𝜕(𝛼𝑁𝜌𝑁𝑣𝑁)

𝜕𝑡
+

𝜕(𝛼𝑁𝜌𝑁𝑣𝑁
2)

𝜕𝑥
= 𝑣𝑁 [

𝜕(𝛼𝑁𝜌𝑁)

𝜕𝑡
+

𝜕(𝛼𝑁𝜌𝑁𝑣𝑁)

𝜕𝑥
] + ∑𝑅𝑁 (22) 

where ∑𝑅𝑁 represents the sum of all the forces per unit volume on phase 𝑁. Using the 

continuity equation, Eq. (5), developed in the previous section, the terms inside of the bracket 

on the right hand side of Eq. (22) can be replaced by ∑ 𝛤𝑁𝑖𝑖 . Therefore, the momentum 

equation for phase 𝑁 is written as: 

𝜕(𝛼𝑁𝜌𝑁𝑣𝑁)

𝜕𝑡
+

𝜕(𝛼𝑁𝜌𝑁𝑣𝑁
2)

𝜕𝑥
= 𝑣𝑁 ∑𝛤𝑁𝑖

𝑖

+ ∑𝑅𝑁 (23) 

Expanding the last term in the momentum equation results in: 

𝜕(𝛼𝑁𝜌𝑁𝑣𝑁)

𝜕𝑡
+

𝜕(𝛼𝑁𝜌𝑁𝑣𝑁
2)

𝜕𝑥
= 𝑣𝑁 ∑𝛤𝑁𝑖

𝑖

+ (𝐹𝑁 𝑃𝑔 + 𝐹𝑁𝑔 + 𝑅𝑁𝑖 + 𝑅𝑁𝑤 + 𝑆𝑁𝑖 + 𝑆𝑁𝑤) (24) 

where 𝐹𝑁 𝑃𝑔, 𝐹𝑁𝑔, 𝑅𝑁𝑖, and 𝑅𝑁𝑤 indicate pressure force, gravity force, friction force from 

other phases, and friction force from the wall, respectively. 𝑆𝑁𝑖 represents surface tension 

from other phases, and 𝑆𝑁𝑤 represents wall surface tension, both of which are neglected in 

this thesis. For a horizontal pipe, there is no elevation in the x-direction, meaning that the 

gravity force is neglected. The pressure force due to the pressure gradient can be calculated 

as follows: 

𝐹𝑁 𝑃𝑔 =
𝐴𝛼𝑁𝑃𝑁 − 𝐴(𝛼𝑁 +

𝜕𝛼𝑁
𝜕𝑥

𝑑𝑥) (𝑃𝑁 +
𝜕𝑃𝑁
𝜕𝑥

𝑑𝑥)

𝐴𝑑𝑥
 

(25) 

Expanding the second term in Eq. (25) simplifies it to: 
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𝐹𝑁 𝑃𝑔 =
−𝐴𝛼𝑁

𝜕𝑃𝑁
𝜕𝑥

𝑑𝑥 − 𝐴𝑃𝑁
𝜕𝛼𝑁
𝜕𝑥

𝑑𝑥 − 𝐴
𝜕𝛼𝑁
𝜕𝑥

.
𝜕𝑃𝑁
𝜕𝑥

. (𝑑𝑥)2

𝐴𝑑𝑥
 

(26) 

The last two terms are significantly smaller than the first term, and therefore can be 

neglected. The pressure force term is then simplified to: 

𝐹𝑁 𝑃𝑔 = −𝛼𝑁

𝜕𝑃𝑁

𝜕𝑥
 (27) 

 

Figure 7. A schematic of pressure force acting on the control volume in a pipe flow 

Considering the above terms and assumptions for a horizontal pipe flow, the steady-

state momentum equation becomes: 

𝜕

𝜕𝑥
(𝛼𝑁𝜌𝑁𝑣𝑁

2) = 𝑣𝑁 ∑𝛤𝑁𝑖

𝑖

− 𝛼𝑁

𝑑𝑃𝑁

𝑑𝑥
+ 𝐹𝑁𝑖 + 𝐹𝑁𝑤 (28) 

 The friction force between the two phases (drag force) in stratified flow is expressed 

as (Bratland, 2010): 

𝐹𝑔𝑙 =
1

8𝐴
𝜌𝑐𝑓𝑔𝑙𝑝𝑔𝑙|𝑣𝑔 − 𝑣𝑙|(𝑣𝑔 − 𝑣𝑙) (29) 

where 𝜌𝑐, 𝑓𝑔𝑙, and 𝑝𝑔𝑙 indicate the density of the continuous phase, the interfacial friction 

factor (drag coefficient), and the gas/liquid interface, respectively. The interfacial friction 

factor is calculated by the correlation of Petalas and Aziz (1997) as follows: 
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𝑓𝑔𝑙 = (0.004 + 5 × 10−7𝑅𝑒𝑠𝑙)𝐹𝑟𝑙
1.335

𝜌𝑙𝐷𝑔

𝜌𝑔𝑣𝑔
2 (30) 

where 𝑅𝑒𝑠𝑙 is the Reynolds number based on the superficial velocity (𝛼𝑙𝑣𝑙), 𝐷 is the inside 

pipe diameter, and 𝐹𝑟𝑙 is the Froude number for liquid. 𝐹𝑟𝑙 is defined as follows: 

𝐹𝑟𝑙 =
𝑣𝑙

√𝑔ℎ𝑙

 (31) 

where ℎ𝑙 is the liquid height, which is the difference between the interface and the center of 

the liquid phase. Liquid height can be defined by the correlation proposed by De Henau et al. 

(1995): 

ℎ𝑙 = [−
1

2
𝑐𝑜𝑠 (𝜋 −

𝛽

2
) +

1

3𝜋𝛼𝑙
𝑠𝑖𝑛3 (𝜋 −

𝛽

2
)]𝐷 𝑐𝑜𝑠 𝜃 (32) 

 The gas phase angle (𝛽), as shown in Fig. 8, is estimated by Biberg’s correlation 

(1999) as follows: 

𝛽 = 2𝜋 − 2 [𝜋𝛼𝑙 + (
3𝜋

2
)

1
3
(1 − 2𝛼𝑙 + 𝛼𝑙

1
3 − (1 − 𝛼𝑙)

1
3)] (33) 

 

Figure 8. Gas/water stratified flow 
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The gas/liquid interface is calculated by: 

𝑝𝑔𝑙 = 𝐷 𝑠𝑖𝑛
𝛽

2
 (34) 

The particle drag force per unit volume for dispersed flow can be written as: 

𝑅𝑔ℎ =
3𝛼ℎ𝜌𝑔𝑓𝑔ℎ

4𝐷ℎ
|𝑣𝑔 − 𝑣ℎ|(𝑣𝑔 − 𝑣ℎ) (35) 

where 𝑓𝑔ℎ and 𝐷ℎ represent the drag force coefficient and the average particle’s diameter, 

respectively. Yuen and Chen (1976) reported that the drag coefficient for small particles is 

close to that for solid spheres. Cheng’s (2009) correlation states that the drag force coefficient 

for spheres can be calculated by: 

𝑓𝑔ℎ =
24

𝑅𝑒𝑔ℎ
(1 + 0.27𝑅𝑒𝑔ℎ)

0.43
+ 0.47[1 − 𝑒𝑥𝑝(−0.04𝑅𝑒𝑔ℎ

0.38)] (36) 

where 𝑅𝑒𝑔ℎ is the hydrate particle Reynolds number defined as: 

𝑅𝑒𝑔ℎ =
𝜌𝑔|𝑣𝑔 − 𝑣ℎ|𝐷ℎ

𝜇𝑔
 (37) 

where 𝜇𝑔 is dynamic viscosity for the gas phase. 

According to Bratland (2010), the wall friction force for gas/liquid stratified flow can 

be written as: 

𝐹𝑁𝑤 = −
1

8𝐴
𝜌𝑁𝑓𝑁𝑤𝑝𝑁𝑤𝑣𝑁|𝑣𝑁| (38) 

where the subscript 𝑁 represents gas and liquid. Also, 𝑓𝑁𝑤 is the Darcy-Weisbach friction 

factor, and it can be calculated as follows: 

𝑓𝑁𝑤 =
64

𝑅𝑒𝑁
 (39) 

where 𝑅𝑒𝑁 indicates Reynolds number for phase 𝑁. This correlation is based on the Hagen–

Poiseuille’s law. It is only valid for laminar conditions (𝑅𝑒𝑁 < 2300). For turbulent flows 

(𝑅𝑒𝑁 > 4000), the following iterative expression proposed by Colebrook and White equation 

(1937) can be used: 
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1

√𝑓𝑁𝑤

= −2 𝑙𝑜𝑔 (
𝜀 𝐷⁄

3.7
+

2.51

𝑅𝑒𝑁√𝑓𝑁𝑤

) (40) 

where 𝜀 is wall roughness height and 𝜀 𝐷⁄  is relative roughness. Haaland proposed an 

alternative approximation to the Colebrook correlation as follows: 

1

√𝑓𝑁𝑤

= −1.8 𝑙𝑜𝑔 [(
𝜀 𝐷⁄

3.7
)

1.11

+
6.9

𝑅𝑒𝑁
] (41) 

 For smooth pipes, Petukhov (1970) developed the following correlation: 

𝑓𝑁𝑤 = (0.79 𝑙𝑛 𝑅𝑒𝑁 − 1.64)−2 (42) 

which is valid for 3000 < 𝑅𝑒𝑁 < 5 × 106. 

In the wall friction equation, 𝑝𝑁𝑤 describes the wetted perimeter by phase 𝑁. 

According to Fig. 8, 𝑝𝑔𝑤 and 𝑝𝑙𝑤 can be calculated as follows: 

𝑝𝑔𝑤 = 𝛽
𝐷

2
 (43) 

𝑝𝑙𝑤 = (2𝜋 − 𝛽)
𝐷

2
 (44) 

 To obtain the friction force, one can write a force balance equation on a control 

volume as follows: 

 

Figure 9. Friction force on the control volume 

𝜏𝑤𝑙(𝜋𝐷1𝑑𝑥) = (𝑃2 − 𝑃1) (
𝜋𝐷1

2

4
) (

𝛼𝑙

𝛼ℎ + 𝛼𝑙
) (45) 
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where the pressure difference (𝑃2 − 𝑃1) can be calculated as follows: 

(𝑃2 − 𝑃1) = 𝑓𝑙𝑤
𝑑𝑥

𝐷1
𝜌𝑙

𝑣𝑙
2

2
 (46) 

Replacing Eq. (46) in Eq. (45) results in: 

𝜏𝑤𝑙(𝜋𝐷1𝑑𝑥) = 𝑓𝑙𝑤
𝑑𝑥

𝐷1
𝜌𝑙

𝑣𝑙
2

2
(
𝜋𝐷1

2

4
) (

𝛼𝑙

𝛼ℎ + 𝛼𝑙
) (47) 

Dividing both sides of Eq. (47) by the volume of the control volume, (𝜋𝐷1
2/4)𝑑𝑥, results in: 

𝐹𝑙𝑤 =
1

2𝐷1
(

𝛼𝑙

𝛼ℎ + 𝛼𝑙
)𝜌𝑙𝑓𝑙𝑤𝑣𝑙|𝑣𝑙| (48) 

In general, the friction force for annular dispersed flow with hydrate particles is 

expressed as (Kwon et al., 2001): 

𝐹𝑁𝑤 =
1

2𝐷
(

𝛼𝑁

𝛼𝑔 + 𝛼ℎ
)𝜌𝑁𝑓𝑁𝑤𝑣𝑁|𝑣𝑁| (49) 

 The total pressure drop consists of a frictional pressure-drop (∆𝑃𝑓), static pressure 

drop (∆𝑃𝑠) due to elevation change, and momentum pressure drop (∆𝑃𝑚). The sum of these 

three pressure drops yields the total pressure drop as follows (Thome, 2006): 

∆𝑃𝑡𝑜𝑡 = ∆𝑃𝑓 + ∆𝑃𝑠 + ∆𝑃𝑚 (50) 

 For a horizontal pipe, ∆𝑃𝑠 is negligible as no change occurs in the static head. ∆𝑃𝑚 is 

the momentum-based pressure difference at the inlet and outlet. As there is no 

condensation/evaporation, and the velocity does not change significantly from the inlet to the 

outlet, ∆𝑃𝑚 is negligible compared to the frictional pressure-drop (Thome, 2006). Therefore, 

the total pressure drop is determined from the frictional pressure drop. 

3.3 Energy equation 

  The conservation of energy equation describes the first law of thermodynamics. The 

energy equation consists of energy terms, heat transfer, and work in the system. Assuming 

that phases have an equal temperature, the energy equation is given by (Kwon et al., 2001): 

http://www.engineeringtoolbox.com/law-thermodynamics-d_93.html
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∑(𝛼𝑁𝜌𝑁𝐶𝑃𝑁)

𝑁

𝜕𝑇

𝜕𝑡
+ ∑(𝛼𝑁𝜌𝑁𝑣𝑁𝐶𝑃𝑁)

𝑁

𝜕𝑇

𝜕𝑥
= ∑(𝛼𝑁𝜌𝑁𝜂𝑁𝐶𝑃𝑁)

𝑁

𝜕𝑃

𝜕𝑡
+ ∑(𝛼𝑁𝜌𝑁𝑣𝑁𝜂𝑁𝐶𝑃𝑁)

𝑁

𝜕𝑃

𝜕𝑥
 

+∑ (𝛼𝑁𝜌𝑁

𝜕

𝜕𝑡
(

𝑃

𝜌𝑁

))

𝑁

+ ∑ (𝛼𝑁𝜌𝑁𝑣𝑁

𝜕

𝜕𝑥
(

𝑃

𝜌𝑁

))

𝑁

−
𝑃

𝐴

𝜕

𝜕𝑥
∑(𝛼𝑁𝑣𝑁𝐴)

𝑁

− ∑ (𝛤𝑁 (ℎ𝑁 −
𝑃

𝜌𝑁

))

𝑁

+ �̇� 

(51) 

where 𝐶𝑃𝑁 is the heat capacity of phase 𝑁 at constant pressure, 𝑇 is the fluid average 

temperature, 𝜂 is the Joule-Thomson factor, and ℎ𝑁 is the specific enthalpy of phase 𝑁. For 

steady-state liquid/gas flow without mass transfer between phases, the energy equation is 

reduced to: 

∑(𝛼𝑁𝜌𝑁𝑣𝑁𝐶𝑃𝑁)

𝑁

𝜕𝑇

𝜕𝑥
= ∑(𝛼𝑁𝜌𝑁𝑣𝑁𝜂𝑁𝐶𝑃𝑁)

𝑁

𝜕𝑃

𝜕𝑥
+ ∑(𝛼𝑁𝜌𝑁𝑣𝑁

𝜕

𝜕𝑥
(

𝑃

𝜌𝑁

))

𝑁

+ �̇� (52) 

The last term in the energy equation, �̇�, represents heat transfer rate per unit volume 

added to the fluid, which is approximated as follows: 

�̇� = 2𝑈
𝑟𝑜

𝑟𝑖
2 (𝑇𝑜 − 𝑇𝑖) (53) 

where 𝑟𝑖 is the inside pipe radius, 𝑟𝑜 is the outside pipe radius, 𝑈 is the overall heat transfer 

coefficient, and 𝑇𝑜 and 𝑇𝑖 represent the surrounding temperature and the average fluid 

temperature inside the pipe, respectively. The overall heat transfer coefficient can be 

calculated by: 

1

𝑈
=

1

ℎ𝑖
+

𝑟𝑖
𝑘

𝑙𝑛
𝑟𝑖
𝑟𝑜

+
𝑟𝑖

ℎ𝑜𝑟𝑜
 (54) 

where 𝑘 represents conductivity of the pipe, and ℎ𝑖 and ℎ𝑜 are the convective heat transfer 

coefficients for the inside and outside of the pipe, respectively. Depending on the Reynolds 

number of the mixture fluid, ℎ𝑖 and ℎ𝑜 can be estimated for laminar or turbulent flows. 

Bergman et al. (2011) suggested that for laminar flow in a pipe with constant surface 

temperature (𝑅𝑒𝑓 < 2300), ℎ𝑖 can be calculated based on the following correlation: 

𝑁𝑢 = 3.66 (55) 

where 𝑁𝑢 represents the Nusselt number, defined as follows: 
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𝑁𝑢 =
ℎ𝑖𝐷

𝑘𝑓
 (56) 

In Eq. (56) 𝑘𝑓 is the fluid conductivity and should be evaluated at the mean fluid 

temperature. Gnielinski (1976) suggested the following correlation for turbulent flow: 

𝑁𝑢 =
(𝑓 8⁄ )(𝑅𝑒𝑓 − 1000)𝑃𝑟𝑓

1.07 + 12.7(𝑓 8⁄ )1 2⁄ (𝑃𝑟𝑓
2 3⁄

− 1)
 (57) 

where 𝑓 is the friction factor stated previously. Gnielinski’s correlation is valid under the 

following conditions: 

2300 ≤ 𝑅𝑒𝑓 ≤ 5 × 106 (58) 

0.5 ≤ 𝑃𝑟𝑓 ≤ 2000 (59) 

 For the convection heat transfer coefficient for solid sphere hydrate particles, 

Whitaker (1972) recommended a correlation of the form: 

ℎ𝑖 =
𝑘ℎ

𝐷ℎ
[2 + (0.4𝑅𝑒ℎ

1 2⁄
+ 0.06𝑅𝑒ℎ

2 3⁄
)𝑃𝑟𝑓

0.4
(

𝜇𝑓

𝜇𝑓𝑠

)] (60) 

where 𝑘ℎ is thermal conductivity of hydrate particles, 𝑅𝑒ℎ is the Reynolds number of solid 

particles, and 𝑃𝑟𝑓 is the Prandtl number of the continuous phase (gas phase). Also, 𝜇𝑓 and 𝜇𝑓𝑠 

represent dynamic viscosity of the gas phase at the fluid temperature and wall temperature, 

respectively. The fluid convection coefficient is finally estimated based on the volume 

averaging method, using each phase convective coefficient. 

3.4 Hydrate formation and growth 

Predictions of the hydrate formation location and growth rate in a pipeline are 

important in the oil and gas industry. Identifying where the plugs start to grow can help to 

identify more efficient techniques to prevent hydrate growth. In order to determine the 

hydrate formation rate, it is necessary to predict the pressure and temperature conditions 

along the pipeline. In this study, the pressure profile along the pipeline is determined by 
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calculating the pressure drop in multiphase flow. The temperature distribution is estimated by 

solving the energy equation. 

 

Figure 10. Cross-section of the pipe for a stratified flow pattern 

Figure 10 shows a schematic of the three phases in the pipeline in a stratified model. 

Formation of the hydrate particles adds the hydrate volume fraction to the equations. The sum 

of the volume fractions will yield: 

𝛼𝑔 + 𝛼𝑙 + 𝛼ℎ = 1 (61) 

Also, the average velocity for the mixture can be calculated as follows: 

𝜌𝑣 = 𝛼𝑔𝜌𝑔𝑣𝑔 + 𝛼𝑙𝜌𝑙𝑣𝑙 + 𝛼ℎ𝜌ℎ𝑣ℎ (62) 

where 𝜌 represents the mixture density, obtained based on the densities and volume fractions 

of phases as follows: 

𝜌 = 𝛼𝑔𝜌𝑔 + 𝛼𝑙𝜌𝑙 + 𝛼ℎ𝜌ℎ (63) 

Hydrate particles are assumed to grow within the liquid phase (Zerpa et al., 2012), 

and not on the wall. It is assumed there is no drag force between gas and hydrates, while 

liquid carries the hydrates. Because of the lower density of hydrate particles compared to 

water, they may rise to the top of the water phase and below the gas phase. Joshi et al. (2013) 

revealed that hydrates are dispersed in the liquid phase unless a high volume fraction of the 

hydrate phase restricts the flow in the system. 
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Rao (2013) proposed a model for the consumption of the water phase due to hydrate 

formation. For a control volume, the mass transfer between the water and hydrate phase can 

be calculated by: 

𝛤𝑙ℎ =
𝑛ℎ

∆𝑥

𝑑𝑚𝑔𝑎𝑠

𝑑𝑡
 (64) 

where 𝛤𝑙ℎ and  𝑛ℎ represent the liquid phase consumption rate and the hydration number, 

respectively (Sloan and Koh, 2008). The last term in the above equation, 
𝑑𝑚𝑔𝑎𝑠

𝑑𝑡
, is the gas 

consumption rate due to hydrate formation. It is determined by Turner’s intrinsic kinetics 

equation (2005): 

−
𝑑𝑚𝑔𝑎𝑠

𝑑𝑡
= 𝑘1𝑒𝑥𝑝 (

𝑘2

𝑇
)𝐴𝑠∆𝑇𝑠𝑢𝑏 (65) 

where 𝑘1 and 𝑘2 are the intrinsic rate constants, and 𝐴𝑠 represents the interfacial area 

between water and gas. According to experimental data of Vysniauskas and Bishnoi (1983), 

the intrinsic rate constants are as follows: 

𝑘1 = 7.3548 × 1017 (66) 

𝑘2 = −13600 𝐾 (67) 

For a stratified flow, 𝐴𝑠 can be defined as a function of radius (r) and 𝛼 as follows 

(Rao, 2013): 

𝐴𝑠 = 2𝑟(sin𝛼)∆𝑥 (68) 

where ∆𝑥 is a small section of the pipe and 𝛼 is the wetted angle of the liquid phase, 

expressed by Biberg’s (1999) equation (Fig. 10): 

𝛼 ≅
𝜋

2
(1 − (1 − 𝛼𝑙)

1 3⁄ + 𝛼𝑙
1 3⁄ ) (69) 

where 𝛼𝑙 is the volume fraction of the liquid phase. Also, ∆𝑇𝑠𝑢𝑏 (subcooling) in Eq. (65) is 

the driving mechanism behind the hydrate formation. It is obtained by the difference of the 

fluid temperature (𝑇) and the equilibrium temperature (𝑇ℎ𝑦𝑑,𝑒𝑞). Hydrates are formed when 
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the fluid temperature drops below the equilibrium temperature. In order for the hydrates to 

grow, ∆𝑇𝑠𝑢𝑏 must be positive (Rao, 2013).  

 In the next chapter, the solution method will be described. A numerical solution of the 

previous reduced form of conservation equations will be presented.  
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4. SOLUTIONS OF CONSERVATION EQUATIONS 

4.1 Introduction 

 In order to solve the nonlinear conservation equations (continuity, momentum, and 

energy), a Newton-Raphson method was used. The method requires one initial value for each 

unknown to start the algorithm (Urroz, 2004). Like other numerical methods, the Newton-

Raphson algorithm obtains an approximate solution of the discretized equations. A tolerance 

level is set and iterations continue until equations are solved within the allowed tolerance or 

error.  

To simulate three-phase conditions, including the hydrate phase, two-phase models of 

gas/liquid were developed first. In the two-phase stratified model, the liquid and gas phases 

are linked via friction, total cross-sectional area, and pressure. It is assumed that the interface 

is approximately flat and horizontal, which is responsible for low gas velocities. Using the 

Newton-Raphson method, the governing equations are solved simultaneously for velocity, 

volume fraction, pressure, and temperature along the pipeline. 

The system of 𝑛 nonlinear equations with 𝑛 unknowns can be written as: 

𝑓1(𝑥1, 𝑥2, … , 𝑥𝑛) = 0 

𝑓2(𝑥1, 𝑥2, … , 𝑥𝑛) = 0 

⋮ 

𝑓𝑛(𝑥1, 𝑥2, … , 𝑥𝑛) = 0 

(70) 

The system of equations represented in Eq. (70) can be written in a single equation as: 

𝑓(𝑥) = 0 (71) 

where 𝑥 is an 𝑛 × 1 matrix containing 𝑛 independent variables and 𝑓 is an 𝑛 × 1 matrix with 

𝑛 functions: 

𝑥 = [

𝑥1

𝑥2

⋮
𝑥𝑛

] (72) 
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𝑓(𝑥) = [

𝑓1(𝑥)

𝑓2(𝑥)
⋮

𝑓𝑛(𝑥)

] = [

𝑓1(𝑥1, 𝑥2, … , 𝑥𝑛)

𝑓2(𝑥1, 𝑥2, … , 𝑥𝑛)
⋮

𝑓𝑛(𝑥1, 𝑥2, … , 𝑥𝑛)

] (73) 

In order to solve the above systems of nonlinear equations, the Jacobian matrix is 

used, which is defined as: 

𝐽 =
𝜕(𝑓1, 𝑓2, … , 𝑓𝑛)

𝜕(𝑥1, 𝑥2, … , 𝑥𝑛)
=

[
 
 
 
 
 
 
 
𝜕𝑓1
𝜕𝑥1

𝜕𝑓1
𝜕𝑥2

𝜕𝑓2
𝜕𝑥1

𝜕𝑓2
𝜕𝑥2

…
𝜕𝑓1
𝜕𝑥𝑛

…
𝜕𝑓2
𝜕𝑥𝑛

⋮ ⋮
𝜕𝑓𝑛
𝜕𝑥1

𝜕𝑓𝑛
𝜕𝑥2

⋱ ⋮

…
𝜕𝑓𝑛
𝜕𝑥𝑛]

 
 
 
 
 
 
 

 (74) 

Considering 𝑥 =  𝑥0 as the initial guess, the next approximations are calculated by: 

𝑥𝑛+1 = 𝑥𝑛 − ∆𝑥𝑛 (75) 

where 

∆𝑥𝑛 = 𝐽−1. 𝑓(𝑥𝑛) (76) 

To obtain accurate approximations, a very small residual (∆𝑥𝑛) between the 

consecutive solutions should be set, and the iterations should continue until the desired 

convergence criterion is achieved. 

In order to calculate the elements in the Jacobian matrix, analytical or numerical 

methods can be implemented. The analytical method deals with the use of derivative 

correlations to find elements in the matrix. However, in the numerical method, the Jacobian 

matrix is approximated through the definition of the derivative as follows: 

𝜕𝑓𝑖
𝜕𝑥𝑗

=
𝑓1(𝑥1, 𝑥2, … , 𝑥𝑗 + ∆𝑥,… , 𝑥𝑛) − 𝑓1(𝑥1, 𝑥2, … , 𝑥𝑛)

∆𝑥
 (77) 

where ∆𝑥 represents a very small increment in the independent variables. In this thesis the 

Jacobian matrix is obtained through the analytical method. The required equations are written 

in symbolic form, and then differentiated with respect to independent variables to form the 

elements in the Jacobian matrix.  



 

47 

 

4.2 Two-phase flow solutions 

Considering no mass transfer between liquid and gas phases, the steady-state 

continuity equation, Eq. (8), for the gas phase is reduced to: 

𝑑

𝑑𝑥
(𝛼𝑔𝜌𝑔𝑣𝑔) = 0 (78) 

As an assumption, the mass flow rates of the gas and liquid phases are constant along the 

pipeline. Therefore, integrating both sides and multiplying by 𝐴𝑔 results in: 

𝛼𝑔𝜌𝑔𝑣𝑔𝐴𝑔 = �̇�𝑔 (79) 

where �̇�𝑔 is the gas phase mass flow rate. Following the same procedure for the liquid phase, 

one can write: 

𝛼𝑙𝜌𝑙𝑣𝑙𝐴𝑙 = �̇�𝑙 (80) 

where �̇�𝑙 represents the mass flow rate of the liquid phase. 

Convective term in the momentum equation can be written as: 

𝜕(𝛼𝑔𝜌𝑔𝑣𝑔
2)

𝜕𝑥
= 𝛼𝑔𝜌𝑔𝑣𝑔

𝜕𝑣𝑔

𝜕𝑥
+ 𝑣𝑔

𝜕(𝛼𝑔𝜌𝑔𝑣𝑔)

𝜕𝑥
 (81) 

Based on the steady-state continuity equation, Eq. (78), the last term in Eq. (81) is equal to 

zero. Therefore, the convective term can be written as: 

𝜕(𝛼𝑔𝜌𝑔𝑣𝑔
2)

𝜕𝑥
= 𝛼𝑔𝜌𝑔𝑣𝑔

𝜕𝑣𝑔

𝜕𝑥
 (82) 

and for the liquid phase: 

𝜕(𝛼𝑙𝜌𝑙𝑣𝑙
2)

𝜕𝑥
= 𝛼𝑙𝜌𝑙𝑣𝑙

𝜕𝑣𝑙

𝜕𝑥
 (83) 

Assuming an initial value for temperature, the governing equations are solved by the 

Newton-Raphson algorithm. In the presented two-phase model, these equations represent the 

continuity, momentum, and volume fraction equations with a discrete grid spacing, ∆𝑥 (5 m), 

as follows: 

𝑓1(𝑥) = 𝛼𝑔𝜌𝑔𝑣𝑔𝐴𝑔 − �̇�𝑔 = 0 (84) 
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𝑓2(𝑥) = 𝛼𝑙𝜌𝑙𝑣𝑙𝐴𝑙 − �̇�𝑙 = 0 (85) 

𝑓3(𝑥) = 𝛼𝑔 + 𝛼𝑙 − 1 = 0 (86) 

𝑓4(𝑥) = 𝛼𝑔𝜌𝑔𝑣𝑔

𝜕𝑣𝑔

𝜕𝑥
+ 𝛼𝑔

𝑑𝑃

𝑑𝑥
− 𝐹𝑙𝑔 − 𝐹𝑤𝑔 = 0 (87) 

𝑓5(𝑥) = 𝛼𝑙𝜌𝑙𝑣𝑙

𝜕𝑣𝑙

𝜕𝑥
+ 𝛼𝑙

𝑑𝑃

𝑑𝑥
− 𝐹𝑔𝑙 − 𝐹𝑤𝑙 = 0 (88) 

The system of equations represented above can be written in a single equation as: 

𝑓(𝑥) = 0 (89) 

where 𝑥 is a 5 × 1 matrix containing 5 independent variables and 𝑓 is an 5 × 1 matrix with 5 

functions: 

𝑥 =

[
 
 
 
 
𝑥1

𝑥2
𝑥3
𝑥4

𝑥5]
 
 
 
 

=

[
 
 
 
 
 
𝛼𝑔

𝛼𝑙
𝑣𝑔

𝑣𝑙

𝑑𝑃

𝑑𝑥]
 
 
 
 
 

 (90) 

𝑓(𝑥) =

[
 
 
 
 
 
𝑓1(𝑥)

𝑓2(𝑥)

𝑓3(𝑥)

𝑓4(𝑥)

𝑓5(𝑥)]
 
 
 
 
 

 (91) 

In order to solve the above systems of nonlinear equations, the Jacobian matrix is 

developed as follows: 

𝐽 =
𝜕𝑓

𝜕𝑥
=

𝜕(𝑓1, 𝑓2, 𝑓3, 𝑓4, 𝑓5)

𝜕(𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5)
=

[
 
 
 
 
 
 
 
 
 
 
 
𝜕𝑓1
𝜕𝑥1

𝜕𝑓1
𝜕𝑥2

𝜕𝑓2
𝜕𝑥1

𝜕𝑓2
𝜕𝑥2

𝜕𝑓1
𝜕𝑥3

𝜕𝑓1
𝜕𝑥4

𝜕𝑓1
𝜕𝑥5

𝜕𝑓2
𝜕𝑥3

𝜕𝑓2
𝜕𝑥4

𝜕𝑓2
𝜕𝑥5

𝜕𝑓3
𝜕𝑥1

𝜕𝑓4
𝜕𝑥1

𝜕𝑓3
𝜕𝑥2

𝜕𝑓4
𝜕𝑥2

𝜕𝑓5
𝜕𝑥1

𝜕𝑓5
𝜕𝑥2

𝜕𝑓3
𝜕𝑥3

𝜕𝑓3
𝜕𝑥4

𝜕𝑓3
𝜕𝑥5

𝜕𝑓4
𝜕𝑥3

𝜕𝑓4
𝜕𝑥4

𝜕𝑓4
𝜕𝑥5

𝜕𝑓5
𝜕𝑥3

𝜕𝑓5
𝜕𝑥4

𝜕𝑓5
𝜕𝑥5]

 
 
 
 
 
 
 
 
 
 
 

 (92) 

Considering an initial value for each unknown, 𝑥 =  𝑥0, the next approximations are 

calculated by: 



 

49 

 

𝑥𝑛+1 = 𝑥𝑛 − ∆𝑥𝑛 (93) 

where 

∆𝑥𝑛 = 𝐽−1. 𝑓(𝑥𝑛) (94) 

The solution continues until convergence occurs. Once all of the variables are 

calculated, the pressure is decreased by a fixed increment and the algorithm is repeated to 

find the new values. The algorithm continues to the pipe outlet, yielding all five unknowns 

along the pipe. Once the profiles of the velocities and volume fractions are obtained, they are 

used in the energy equation as follows: 

(𝛼𝑔𝜌𝑔𝑣𝑔𝐶𝑃𝑔 + 𝛼𝑙𝜌𝑙𝑣𝑙𝐶𝑃𝑙)
𝜕𝑇

𝜕𝑥
= (𝛼𝑔𝜌𝑔𝑣𝑔𝜂𝑔𝐶𝑃𝑔 + 𝛼𝑙𝜌𝑙𝑣𝑙𝜂𝑙𝐶𝑃𝑙)

𝜕𝑃

𝜕𝑥
+ 𝛼𝑔𝜌𝑔𝑣𝑔

𝜕

𝜕𝑥
(

𝑃

𝜌𝑔
) 

+𝛼𝑙𝑣𝑙

𝜕𝑃

𝜕𝑥
− 𝑃

𝜕(𝛼𝑔𝑣𝑔 + 𝛼𝑙𝑣𝑙)

𝜕𝑥
+ 2𝑈

𝑟𝑜

𝑟𝑖
2 (𝑇𝑜 − 𝑇) 

(95) 

The above equation is solved for 𝑇, the average temperature of the fluid mixture along 

the pipeline. Once the temperature profile is determined, it is compared with the initial 

assumption. If it is not close enough, the calculated temperature is used as the new 

assumption and all the steps are repeated until the residual between the two temperatures 

becomes sufficiently small. 

4.3 Three-phase flow solutions 

In the three-phase model, hydrate is assumed to form at the gas/liquid interface where 

both phases are present. Initially, the gas and liquid phases are present in the system with a 

constant mass flow rate. However, after the formation of hydrate crystals, the mass flow rate 

of the gas and liquid phases change along the pipeline.  

Using the Newton-Raphson method, the nonlinear equations of continuity, 

momentum, and energy are solved simultaneously for velocity, volume fraction, pressure, 

and temperature. The continuity equations for a steady-state three phase flow are written as: 

𝑑

𝑑𝑥
(𝛼𝑔𝜌𝑔𝑣𝑔) = 𝛤ℎ𝑔 (96) 
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𝑑

𝑑𝑥
(𝛼𝑙𝜌𝑙𝑣𝑙) = 𝛤ℎ𝑙 (97) 

𝑑

𝑑𝑥
(𝛼ℎ𝜌ℎ𝑣ℎ) = 𝛤𝑔ℎ + 𝛤𝑙ℎ (98) 

where 𝛤𝑔ℎ and 𝛤𝑙ℎ represent the mass transfer rate from the gas and liquid phases to hydrate 

phase, respectively. Eqs. (96) to (98) can be written as: 

𝛼𝑔𝜌𝑔𝑣𝑔𝐴𝑔 = �̇�𝑔 (99) 

𝛼𝑙𝜌𝑙𝑣𝑙𝐴𝑙 = �̇�𝑙 (100) 

𝛼ℎ𝜌ℎ𝑣ℎ𝐴ℎ = �̇�ℎ (101) 

where unlike the two-phase model, the mass flow rates of the liquid (�̇�𝑙) and gas (�̇�𝑔) phases 

are changing due to the mass transfer from liquid and gas phases to hydrate phase. However, 

the total mass flow rate is constant. 

 The convective term in the momentum equation can be related to the continuity 

equation as follows: 

𝜕(𝛼𝑔𝜌𝑔𝑣𝑔
2)

𝜕𝑥
= 𝑣𝑔

𝜕

𝜕𝑥
(𝛼𝑔𝜌𝑔𝑣𝑔) + 𝛼𝑔𝜌𝑔𝑣𝑔

𝜕𝑣𝑔

𝜕𝑥
 (102) 

The first term on the right hand side of Eq. (102) can be simplified using Eq. (96), as follows: 

𝑣𝑔

𝜕

𝜕𝑥
(𝛼𝑔𝜌𝑔𝑣𝑔) = 𝑣𝑔𝛤ℎ𝑔 (103) 

Therefore, the convective term reduces to: 

𝜕(𝛼𝑔𝜌𝑔𝑣𝑔
2)

𝜕𝑥
= 𝑣𝑔𝛤ℎ𝑔 + 𝛼𝑔𝜌𝑔𝑣𝑔

𝜕𝑣𝑔

𝜕𝑥
 (104) 

And for liquid and hydrate phases: 

𝜕(𝛼𝑙𝜌𝑙𝑣𝑙
2)

𝜕𝑥
= 𝑣𝑙𝛤ℎ𝑙 + 𝛼𝑙𝜌𝑙𝑣𝑙

𝜕𝑣𝑙

𝜕𝑥
 (105) 

𝜕(𝛼ℎ𝜌ℎ𝑣ℎ
2)

𝜕𝑥
= 𝑣ℎ(𝛤𝑔ℎ + 𝛤𝑙ℎ) + 𝛼ℎ𝜌ℎ𝑣ℎ

𝜕𝑣ℎ

𝜕𝑥
 (106) 

In the presented three-phase model, the governing equations are developed as follows: 

𝑓1(𝑥) = 𝛼𝑔𝜌𝑔𝑣𝑔𝐴𝑔 − �̇�𝑔 = 0 (107) 
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𝑓2(𝑥) = 𝛼𝑙𝜌𝑙𝑣𝑙𝐴𝑙 − �̇�𝑙 = 0 (108) 

𝑓3(𝑥) = 𝛼ℎ𝜌ℎ𝑣ℎ𝐴ℎ − �̇�ℎ = 0 (109) 

𝑓4(𝑥) = 𝛼𝑔 + 𝛼𝑙 + 𝛼ℎ − 1 = 0 (110) 

𝑓5(𝑥) = 𝑣𝑔𝛤ℎ𝑔 + 𝛼𝑔𝜌𝑔𝑣𝑔

𝜕𝑣𝑔

𝜕𝑥
+ 𝛼𝑔

𝑑𝑃

𝑑𝑥
− 𝐹𝑙𝑔 − 𝐹𝑤𝑔 − 𝑣𝑔𝛤ℎ𝑔 = 0 (111) 

𝑓6(𝑥) = 𝑣𝑙𝛤ℎ𝑙 + 𝛼𝑙𝜌𝑙𝑣𝑙

𝜕𝑣𝑙

𝜕𝑥
+ 𝛼𝑙

𝑑𝑃

𝑑𝑥
− 𝐹𝑔𝑙 − 𝐹𝑤𝑙 − 𝐹ℎ𝑙 − 𝑣𝑙𝛤ℎ𝑙 = 0 (112) 

𝑓7(𝑥) = 𝑣ℎ(𝛤𝑔ℎ + 𝛤𝑙ℎ) + 𝛼ℎ𝜌ℎ𝑣ℎ

𝜕𝑣ℎ

𝜕𝑥
+ 𝛼ℎ

𝑑𝑃

𝑑𝑥
− 𝐹𝑙ℎ − 𝑣ℎ(𝛤𝑔ℎ + 𝛤𝑙ℎ) = 0 (113) 

Eqs. (107) to (113) can be written as a single equation as follows: 

𝑓(𝑥) = 0 (114) 

where 𝑥 represents a 7 × 1 matrix with 7 independent unknowns: 

𝑥 =

[
 
 
 
 
 
 
𝑥1

𝑥2
𝑥3

𝑥4

𝑥5
𝑥6

𝑥7]
 
 
 
 
 
 

=

[
 
 
 
 
 
 
 
𝛼𝑔

𝛼𝑙
𝛼ℎ

𝑣𝑔

𝑣𝑙
𝑣ℎ

𝑑𝑃

𝑑𝑥]
 
 
 
 
 
 
 

 

And 𝑓 represents a 7 × 1 matrix containing 7 functions: 

(115) 

𝑓(𝑥) =

[
 
 
 
 
 
 
 
𝑓1(𝑥)

𝑓2(𝑥)

𝑓3(𝑥)

𝑓4(𝑥)

𝑓5(𝑥)

𝑓6(𝑥)

𝑓7(𝑥)]
 
 
 
 
 
 
 

 (116) 

Based on the given equations and unknowns, the Jacobian matrix is calculated as 

follows: 
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𝐽 =
𝜕𝑓

𝜕𝑥
=

𝜕(𝑓1, 𝑓2, 𝑓3, 𝑓4, 𝑓5, 𝑓6, 𝑓7)

𝜕(𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5, 𝑥6, 𝑥7)
=

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝜕𝑓1
𝜕𝑥1

𝜕𝑓1
𝜕𝑥2

𝜕𝑓1
𝜕𝑥3

𝜕𝑓1
𝜕𝑥4

𝜕𝑓1
𝜕𝑥5

𝜕𝑓1
𝜕𝑥6

𝜕𝑓1
𝜕𝑥7

𝜕𝑓2
𝜕𝑥1

𝜕𝑓2
𝜕𝑥2

𝜕𝑓2
𝜕𝑥3

𝜕𝑓2
𝜕𝑥4

𝜕𝑓2
𝜕𝑥5

𝜕𝑓2
𝜕𝑥6

𝜕𝑓2
𝜕𝑥7

𝜕𝑓3
𝜕𝑥1

𝜕𝑓3
𝜕𝑥2

𝜕𝑓3
𝜕𝑥3

𝜕𝑓3
𝜕𝑥4

𝜕𝑓3
𝜕𝑥5

𝜕𝑓3
𝜕𝑥6

𝜕𝑓3
𝜕𝑥7

𝜕𝑓4
𝜕𝑥1

𝜕𝑓4
𝜕𝑥2

𝜕𝑓4
𝜕𝑥3

𝜕𝑓4
𝜕𝑥4

𝜕𝑓4
𝜕𝑥5

𝜕𝑓4
𝜕𝑥6

𝜕𝑓4
𝜕𝑥7

𝜕𝑓5
𝜕𝑥11

𝜕𝑓5
𝜕𝑥2

𝜕𝑓5
𝜕𝑥3

𝜕𝑓5
𝜕𝑥4

𝜕𝑓5
𝜕𝑥5

𝜕𝑓5
𝜕𝑥6

𝜕𝑓5
𝜕𝑥7

𝜕𝑓6
𝜕𝑥1

𝜕𝑓6
𝜕𝑥2

𝜕𝑓6
𝜕𝑥3

𝜕𝑓6
𝜕𝑥4

𝜕𝑓6
𝜕𝑥5

𝜕𝑓6
𝜕𝑥6

𝜕𝑓6
𝜕𝑥7

𝜕𝑓7
𝜕𝑥1

𝜕𝑓7
𝜕𝑥2

𝜕𝑓7
𝜕𝑥3

𝜕𝑓7
𝜕𝑥4

𝜕𝑓7
𝜕𝑥5

𝜕𝑓7
𝜕𝑥6

𝜕𝑓7
𝜕𝑥7]

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 (117) 

To initiate the solution, a value (𝑥 =  𝑥0) is assumed for each variable, and the next 

approximations are calculated as follows: 

𝑥𝑛+1 = 𝑥𝑛 − ∆𝑥𝑛 (118) 

where 

∆𝑥𝑛 = 𝐽−1. 𝑓(𝑥𝑛) (119) 

The solution continues until the set convergence occurs. Once all of the seven 

variables are found, the pressure is decreased by a fixed increment and the algorithm is 

repeated to find the new values in the next block. A 5 m discrete grid spacing (∆𝑥) is 

considered from the pipe inlet to the pipe outlet. The algorithm continues to the pipe outlet, 

yielding all seven unknowns along the pipe. Once the velocity and volume fraction 

distributions of the phases are calculated, they are used in the energy equation as follows: 

(𝛼𝑔𝜌𝑔𝑣𝑔𝐶𝑃𝑔 + 𝛼𝑙𝜌𝑙𝑣𝑙𝐶𝑃𝑙 + 𝛼ℎ𝜌ℎ𝑣ℎ𝐶𝑃ℎ)
𝜕𝑇

𝜕𝑥
= (𝛼𝑔𝜌𝑔𝑣𝑔𝜂𝑔𝐶𝑃𝑔 + 𝛼𝑙𝜌𝑙𝑣𝑙𝜂𝑙𝐶𝑃𝑙 + 𝛼ℎ𝜌ℎ𝑣ℎ𝜂ℎ𝐶𝑃ℎ)

𝜕𝑃

𝜕𝑥
 

+𝛼𝑔𝜌𝑔𝑣𝑔

𝜕

𝜕𝑥
(

𝑃

𝜌𝑔

) + 𝛼𝑙𝑣𝑙

𝜕𝑃

𝜕𝑥
+ 𝛼ℎ𝑣ℎ

𝜕𝑃

𝜕𝑥
− 𝑃

𝜕

𝜕𝑥
(𝛼𝑔𝑣𝑔 + 𝛼𝑙𝑣𝑙 + 𝛼ℎ𝑣ℎ) + 2𝑈

𝑟𝑜

𝑟𝑖
2 (𝑇𝑜 − 𝑇) 

(120) 

The above equation is solved for the average temperature of the mixture fluid along 

the pipeline. Once the average temperature profile is determined, it is compared with the 

initial assumption. The iteration is performed until the residual between the two consecutive 

temperatures becomes very small. 
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5. RESULTS AND DISCUSSION 

5.1 Parameters and properties 

 Consider multiphase flow in an uninsulated pipeline with natural gas (consisting of 

mostly methane), water, and hydrate particles. Problem parameters and thermophysical 

properties of the fluids and gas are summarized in the table below. 

Table 1. Problem parameters and properties 

Parameter Value 

Water density 995.7 kg/m3 

Inner pipe diameter 0.408 m 

Outer pipe diameter 0.415 m 

Gas dynamic viscosity 0.0000106 Pa.s 

Water dynamic viscosity 0.000821 Pa.s 

Gas constant 518.3 J/(kg.K) 

Inlet pressure 10 MPa 

Total mass flow rate 17.2 kg/s 

Gas mass flow rate 1.2 kg/s 

Liquid mass flow rate 16 kg/s 

Inlet temperature 333 K 

Surrounding water temperature  280 K 

Water heat capacity 4,184 J/K 

Gas heat capacity 2,226 J/K 

Pipe wall thermal conductivity 54 W/(m.K) 

Gas thermal conductivity 0.026 W/(m.K) 

Water thermal conductivity 0.615 W/(m.K) 

Gas Joule-thomson coefficient 0.000002 K/Pa 
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5.2 Two-phase models 

In order to analyze the steady-state two-phase flow problem, a 30,000 m subsea 

pipeline with a 40.8 cm inner diameter and 7 mm wall thickness is considered. The flow 

pattern of gas-liquid flow is assumed to be a stratified flow. Inlet boundary conditions of 333 

K for temperature and 10 MPa for pressure were considered. An inlet mass flow rate of 16 

kg/s for liquid and 1.2 kg/s for gas flow was considered. 

 

Figure 11. Distributions of steady-state velocity along the pipeline for stratified and annular models 

for different outlet pressures 

Figure 11 illustrates the predicted steady-state behaviour of fluid velocity along the 

pipe. The mixture velocity increases along the pipe as shown in Figure 11. This trend is 

expected as the velocity of each phase increases along the pipe. The gas density decreases 

due to the pressure drop, and this decline is offset by the increase of velocity to satisfy the 

continuity equation. The velocity profile is affected by varying the outlet pressure. At a lower 

outlet pressure, the fluid velocity increases considerably towards the outlet. Figure 11 reveals 

that the velocity rise in the stratified model is higher than the annular model. For the liquid 

phase, shown in Figure 12, the volume fraction decreases by the increase in the gas velocity, 
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causing the liquid velocity to increase. This decrease in the liquid volume fraction results in a 

slight rise in the gas volume fraction (Figure 13) to satisfy the volume fraction balance 

equation (𝛼𝑔 + 𝛼𝑙 = 1). 

 

Figure 12. Changes in liquid volume fraction along the pipeline for stratified and annular models for 

different outlet pressures 

 

Figure 13.  Changes in Gas volume fraction along the pipeline for stratified and annular models for 

different outlet pressures 
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 Figure 14 shows changes in the gas density along the pipeline. The gas expands 

significantly due to the pressure drop towards the pipe’s outlet. As expected, a higher 

pressure drop causes the gas density to decline more in this particular case. 

 

Figure 14. Gas density distribution along the pipeline for different outlet pressures 

The pressure drop, as seen in Figure 15, follows a nearly linear trend from 10 MPa at 

the inlet to 4 MPa and 7 MPa at the outlet. The drop in pressure is due to wall friction. 

Comparing Figure 11 and Figure 15 reveals that higher velocities lead to a larger pressure 

drop. 
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Figure 15. Pressure profiles along the pipeline 

 

Figure 16. Temperature profiles for different outlet pressures 

The temperature profile, shown in Figure 16, reveals that the fluid temperature drops 
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significantly near the pipe inlet and gradually approaches the surrounding temperature. The 

sharp temperature drop is due to the large Nusselt number, indicating that convection from 

the outer surface is dominant which causes the flow to cool rapidly until it approaches the 

seawater temperature. This occurs where there is potential for hydrate particles to form and 

grow, as the fluid temperature is low, and the pressure is still high (Jung et al., 2012). A 

varying outlet pressure does not affect the temperature profile significantly, as shown in 

Figure 16. Referring to Figures 15 and 16 reveals that hydrates are more likely to form and 

grow when there is a lower pressure drop. In this case, the fluid pressure is higher, and the 

temperature is low, which is a favorable condition for hydrates to grow. 

 

Figure 17. Validation of pressure profile for two-phase annular model against a single-phase model 

(Bar-Meir, 2013) with mixture properties 

Figs. 17 and 18 show validation studies of the pressure and temperature profiles. The 

results are compared against a single-phase model containing a mixture of natural gas and 



 

59 

 

water. Based on the single-phase models presented by Bar-Meir (2013) and Bergman et al. 

(2011), pressure and temperature drop have been calculated using mixture properties. The 

results of these single-phase models (shown in Figs. 17 and 18) are found to be in relatively 

good agreement with the current two-phase models. A discrepancy in Figures 17 and 18 is 

expected due to no interaction between phases in the single-phase model. The two-phase 

model accounts for friction between phases, and predicts the flow characteristics more 

accurately. 

 

 

Figure 18. Validation of temperature profile for two-phase annular model against a single-phase 

model (Bergman et al., 2011) with mixture properties 

The results for the gas/hydrate model are presented in Figures 19, 20 and 21. Figure 

19 confirms that the velocity profile for the gas/hydrate model follows the same trend as the 

velocity in the gas/water models. The fluid velocity is higher in comparison to the previous 

models. In a similar way, the gas phase volume fraction increases for both outlet pressures. 
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However, the hydrate volume fraction follows a slight drop. The velocity rise of the hydrate 

phase causes the solid particles to gradually occupy a greater portion of the pipe. This leads 

to a decrease in the volume fraction of hydrate along the pipeline to conserve mass. 

The fluid temperature, as seen in Figure 21, drops quickly to the pipe wall 

temperature and remains unchanged towards the pipe outlet. This occurs due to the large 

Nusselt number, meaning that convection between the fluid and pipe wall is relatively high. 

The flow cools to the pipe wall temperature (280 K) and remains at this temperature. The low 

temperature and high pressure after this point provide a favorable environment for hydrates to 

form and grow. The results for all models confirm that outlet pressure does not affect the 

temperature profile, but can change fluid velocity significantly.  

 

Figure 19. Distributions of steady-state velocity along the pipeline for gas/hydrate annular model for 

different outlet pressures 
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Figure 20. Volume fraction profiles along the pipeline for gas/hydrate model for different outlet 

pressures 

 

Figure 21. Temperature distribution along the pipeline for gas/hydrate model for different outlet 

pressures 
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5.3 Three-phase model 

A 7,000 m subsea pipeline with a 40.8 cm inner diameter and 7 mm thickness is 

considered. The three-phase flow pattern of gas/liquid/hydrates flow is assumed to be a 

stratified flow. Inlet boundary conditions of 333 K for temperature and 10 MPa for pressure 

were considered. An inlet mass flow rate of 16 kg/s for liquid and 1.2 kg/s for gas was 

considered. Based on the above assumptions, the nonlinear systems of equations were solved. 

 

Figure 22. Volume fraction of the phases along the pipeline length 

The volume fraction of gas and liquid are initially constant as there is no hydrate 

formation. They remain constant until the equilibrium conditions are met and the first hydrate 

crystal is formed. Then, liquid and gas volume fractions decrease while the hydrate phase is 

growing. The sum of volume fractions for the three phases adds to one. It is seen in Figure 22 

that early in the pipeline, the rate of hydrate growth is higher. This result is expected as the 

pressure and temperature conditions are more favorable for hydrate growth. The pressure and 

temperature are initially high before the formation stage. Then, when the temperature drops 
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to the equilibrium temperature, hydrates are formed and they grow quickly because the 

pressure is still high. However, the pressure gradually decreases and slows the rate of hydrate 

formation. The results in Figure 22 reveal that after 7 km, almost 12 percent of the pipeline 

volume is occupied by the hydrate phase, if no inhibitor is used to prevent the hydrate 

formation.  

 

Figure 23. Velocity of the phases along the pipeline length 

Liquid and gas velocities, as seen in Figure 23, remain constant until the flow reaches 

the equilibrium conditions. From there onwards, the velocities of all three phases increase 

due to the change in gas density resulting from the pressure drop. Figure 23 reveals that 

liquid and hydrate phases have almost the same velocity, which is expected based on the 

assumption that hydrate particles are carried by the liquid phase. The results from Figure 23 

confirm that the stratified model is a realistic model based on the liquid and gas velocities. 

Based on Figure 2, the stratified model is applicable for low gas and liquid velocities (less 

than 0.1 m/s), which is the case in this study. 
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Figure 24 shows the pressure drop along the pipeline. As illustrated in Fig. 24, the 

pressure drop follows a nearly linear trend, which is a driving mechanism for the change in 

other variables like velocities and volume fractions. Refering to Figure 5, it can be seen that 

the pressure distribution is still high causing a potential condition for hydrate formation. 

Considering the pressure profile and the temperature profile (Figure 25), it is revealed that 

they both imply conditions for the formation of hydrate particles (Figure 5). 

 

Figure 24. Pressure distribution for the fluid mixture 

The temperature distribution confirms that initially the rate of temperature drop is 

high. Therefore, the fluid temperature enters the hydrate forming region where hydrates may 

be formed. The temperature remains below the equilibrium temperature until the pipe outlet. 

The hydrates grow after the equilibrium condition as long as the pressure is higher than the 

equilibrium pressure (Figure 5). 
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Figure 25. Temperature distribution for the fluid mixture 

5.4 Parametric studies 

To assess the impact of varying parameters on the flow characteristics, parametric 

studies have been conducted. In this section, the effects of variations in the pipe diameter, 

mass flow rate, inlet pressure, and inlet temperature are studied, and the results are presented 

and discussed. 

In the first set of graphs (Figs. 26 to 30), the effect of a change in the pipe diameter is 

shown. It is expected that increasing the diameter results in later formation of hydrate 

particles. With an increase in the diameter, the pipe surface area is higher, meaning more heat 

is transferred from the mixture fluid. However, conduction heat transfer in the mixture is 

reduced due to the higher film thickness of each phase. This can decrease the overall heat 

transfer coefficient (Eq. 54) and cause the mixture to cool slower, resulting in a higher 

temperature distribution. A higher temperature distribution causes the fluid to reach the 

equilibrium conditions at a later stage along the pipeline and finally to later formation of 
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hydrate crystals. In Fig. 26, hydrates in a pipe with a larger diameter start to form later than 

smaller pipes. Figure 26 also reveals that a higher proportion of the pipe is occupied by the 

hydrate phase due to the increase in the diameter. The hydrate and gas phase volume 

fractions are expected to have opposite trends as a part of the gas phase is consumed by the 

hydrate phase. Therefore, the drop in the volume fraction of the gas phase increases when the 

pipe diameter is increased. 

 

Figure 26. Volume fraction distribution of the gas and hydrate along the pipeline for different pipe 

diameters (ag = gas volume fraction, ah = hydrate volume fraction, D = diameter) 

The liquid phase volume fraction has the same trend as the gas phase. As shown in 

Figure 27, for a pipe with a larger diameter, a higher volume fraction drop is seen for the 

liquid phase. Comparing Figures 26 and 27 reveals that the sum of volume fractions is equal 

to one. 
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Figure 27. Volume fraction distribution of the liquid and hydrate along the pipeline for different 

pipe diameters (al = gas volume fraction, ah = hydrate volume fraction, D = diameter) 

 

Figure 28. Velocity distribution of the gas and hydrate along the pipeline for different pipe diameters 
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Figure 29. Velocity distribution of the liquid and hydrate along the pipeline for different pipe 

diameters 

Figs. 28 and 29 show the velocities of the phases along the pipeline. Eqs. 107, 108, 

and 109 suggest that for a constant mass flow rate, if the pipe diameter (or cross-sectional 

area) increases, the velocity decreases to balance the continuity equation. Figs. 28 and 29 

confirm this and show that the velocity of the phases drops when the diameter of the pipe 

increases. It is also observed that as a result of a sudden change in the system due to the 

hydrate formation, the rate of change in the mixture velocity is higher after the point where 

the hydrates are formed. Then the velocity gradient is gradually reduced towards the pipeline 

outlet.  

Figure 30 shows the system temperature along the pipeline length for three different 

pipe diameters. As explained previously, due to the increase of the diameter, the overall heat 

transfer coefficient (U) is lower, causing the fluid temperature to drop less. The effect of 

variations of pipe diameter on the system temperature is not significant. Increasing the pipe 
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diameter postpones the formation of hydrate crystals, but the effect on temperature 

distribution is only noticeable in the pipe entry region. After some distance from the pipe 

inlet, the mixture fluid temperature gradually drops to the surrounding temperature.  

 

Figure 30. Temperature distribution of the mixture fluid along the pipeline for different pipe 

diameters 

The results of the parametric studies also reveal the effects of variations of the mass 

flow rate on the flow characteristics (Figures 31 to 34). If the mass flow rate of the gas phase 

increases, the gas phase volume fraction is expected to increase as well. This is confirmed by 

Fig. 31, which shows an increasing trend for the volume fraction when the flow rate for the 

gas phase is higher. With regard to the hydrate phase, the formation stage is altered by a 

variation of the mass flow rates. Increasing the liquid mass flow rate reduces the temperature, 

meaning hydrates are formed earlier. Gas hydrates are composed of mostly the liquid phase 

(approximately 87 percent). Therefore, it is expected that a higher presence of the liquid 

phase (water) results in a higher mass transfer rate from the liquid phase to the hydrate phase.     
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Figure 31. Volume fraction distribution of the gas and hydrate along the pipeline for different mass 

flow rates 

 

Figure 32. Volume fraction distribution of the liquid and hydrate along the pipeline for different mass 

flow rates (al = gas volume fraction, ah = hydrate volume fraction, mg = gas flow rate, ml = liquid 

flow rate) 
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It is expected that the liquid and gas have opposite trends when varying the mass flow 

rates. This can be verified through Fig. 32, where the distribution of the liquid phase volume 

fraction along the pipeline is presented. The volume fraction of liquid in the system is 

directly dependent on the liquid mass flow rate. Therefore, higher mass flow rates for the 

liquid yields a higher proportion of the pipe volume that is occupied by the liquid phase.    

 

Figure 33.  Temperature distribution of the mixture fluid along the pipeline for different mass flow 

rates 

The effect of varying the mass flow rates on the mixture temperature has been shown 

in Figure 33. Due to the higher conductivity of water compared to gas, the average mixture 

conductivity increases with a rise in water fraction. This means that the convection 

coefficient, which is a nearly linear function of the conductivity, increases as well. As a result 

of a higher convective coefficient, the heat transfer from the system to the surrounding 

environment is faster, lowering the temperature of the mixture in the system. This is verified 
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through Fig. 33, where little difference is seen in the temperature profile due to a variation of 

the mass flow rates.  

 

 

Figure 34. Volume fraction distribution of the gas and hydrate along the pipeline for different 

pressures 

 Figure 34 shows the effect of the change in the system pressure on the volume 

fraction gas and hydrate. The formation of hydrates depends on the pressure and temperature 

of the system. Increasing the pressure leads to a higher formation rate of hydrate crystals, 

meaning a larger volume of the pipe is occupied due to the presence of the hydrates. This 

means that more gas is taken to form the hydrates. Consequently, the volume fraction of the 

gas phase has a declining trend along the pipeline. Also, the density of the gas phase is a 

function of the pressure, and it is higher for larger pressures. Based on Eq. 107, the volume 

fraction of the gas phase has an inverse relationship with its density. Therefore, it is expected 

to decrease with an increase in the system pressure (Fig. 34)  
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Figure 35. Volume fraction distribution of the liquid and hydrate along the pipeline for different 

pressures 

 

Figure 36. Temperature distribution of the mixture fluid along the pipeline for different pressures 

 The density of the liquid phase is not affected by the pressure. However, the mixture 

density is related to the liquid velocity. A higher operating pressure reduces the velocity in 
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the system, which means the liquid phase volume fraction increases to balance the mass flow 

rate equation (Eq. 108). Figure 35 verifies this trend and shows the change in the liquid 

volume fraction along the pipeline for the different pressures. 

The temperature profile (Fig. 36) shows that the effect of the variation in pressure is 

not significant on the temperature distribution along the pipeline. Heat transfer, as a function 

of the convection coefficient, is not affected by the change in pressure. The increasing trend 

in the density and the declining trend in the velocity offset each other’s effects, causing the 

Reynolds number to remain almost unchanged. Consequently, the Reynolds number, Nusselt 

number, and the convection coefficient are not affected, meaning the heat transfer rate is 

relatively unchanged. 

 Another factor considered is the effect of inlet temperature on flow characteristics.  

 

Figure 37. Volume fraction distribution of the gas and hydrate along the pipeline for different inlet 

temperatures 

 Figure 37 shows the profile of volume fraction for the gas and hydrate phases along 

the pipeline for three different inlet temperatures. As expected, for lower inlet temperatures, 
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the hydrate particles are formed earlier. Increasing the temperature moves the system 

condition away from equilibrium conditions and delays the formation stage of hydrate 

crystals. 

 

Figure 38. Volume fraction distribution of the liquid and hydrate along the pipeline for different inlet 

temperatures 

 Figure 38 illustrates the change in the liquid and hydrate volume fractions along the 

pipe length. As shown in Figs. 37 and 38, a change of the inlet temperature does not have a 

significant effect on the volume fraction of the three phases. It, however, can move the 

location of the initial hydrate formation to an earlier position along the pipeline. 

Reducing the inlet temperature decreases the temperature of the entire mixture along 

the pipeline. Therefore, the temperature meets the equilibrium conditions faster, causing 

earlier formation of hydrate particles. The reduced temperature mainly affects the region 

around the pipeline entry. Then, the temperatures drop to the surrounding temperature and 

remain nearly constant until the pipeline outlet. 
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Figure 39. Temperature distribution of the mixture fluid along the pipeline for different inlet 

temperatures 

From the parametric study, it is evident that there is insignificant change to hydrate 

formation due to pressure and temperature change. This is due to the low hydrate formation 

rate, which is caused by a sharp decline in the subcooling temperature. The fast drop in the 

mixture temperature remarkably decreases the subcooling temperature and results in lower 

rate of hydrate formation. 
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6. CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE RESEARCH 

6.1 Conclusions 

Two-phase steady-state models for gas/liquid and gas/hydrate flows have been 

developed to predict two-phase flow in subsea pipelines. Governing equations were solved 

semi-numerically using MATLAB. The two-phase models have been compared to a single-

phase model with mixture properties, and the results including pressure drop and temperature 

distribution have been found to match well. In the two-phase models, the effect of outlet 

pressure on the flow characteristics has been investigated. The results show that increases in 

the outlet pressure reduces the fluid pressure drop and velocity rise, but it does not have a 

significant effect on temperature distribution of the fluid. The results also reveal that for a 

given condition, the gas volume fraction increases along the pipeline causing the liquid 

volume fraction to decrease. 

Based on these two-phase models, a three-phase model was also developed to predict 

the flow of gas, water, and hydrates along a subsea pipeline. Prior to the development of this 

model, a model for the growth of hydrate particles was also developed. The proposed hydrate 

growth model was then implemented into the governing equations for the three-phase flow 

problem. The governing equations were then solved based on an analytical-numerical 

approach using the Newton-Raphson method. An algorithm was developed in Matlab 

software to solve the equations from the inlet to outlet of the pipeline. 

The results of this study are able to predict the volume fraction and velocity of each 

phase, as well as the mixture pressure and temperature profiles along the length of the 

pipeline. The results from the hydrate growth model reveal the growth and the location where 

the initial hydrates start to form. Finally, to assess the impact of certain parameters on the 

flow characteristics, parametric studies have been conducted. The results show the effects of 

variations in the pipe diameter, mass flow rate, inlet pressure, and inlet temperature on the 
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flow characteristics and hydrate growth. 

6.2 Recommendations for future research 

Future work should expand the experimental validation of the model that could 

contribute to a better and more accurate model for the flow in subsea pipelines. Also, a 

numerical CFD model can be developed to verify the results of this study. Experimental 

studies could be conducted to evaluate the effects of hydrate growth on flow characteristics. 

One of the challenging problems for experimental studies is the difficulty of representing 

full-scale conditions. Achieving a high pressure to form hydrates is not straightforward, 

limiting the possibilities for observable experimental data. 

The proposed three-phase model can also be expanded to a four-phase model by 

consideration of oil and water as separate fluids. This can lead to a more realistic condition 

which exists in subsea pipelines. Due to the addition of the oil phase, the interaction between 

the phases would be more complicated. The modeling would need to consider more 

equations, as well as more terms in the conservation equations. The hydrate phase may also 

form at the gas/oil interface and enter the oil phase. 

Finally, a transient analysis can be conducted to study the four-phase transient flow 

characteristics along the pipeline for different time scales. The study can also examine the 

hydrate formation and growth over time to determine when and where the hydrates are 

formed.  
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